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1 Introduction

In recent years we have seen information visualization technology move from
an advanced research topic to mainstream adoption in both commercial and
personal use. This move is in part due to many businesses recognizing the need
for more effective tools for extracting knowledge from the data warehouses they
are gathering. Increased mainstream interest is also a result of more exposure to
advanced interfaces in contemporary online media. The adoption of information
visualization technologies by lay users – as opposed to the traditional information
visualization audience of scientists and analysts – has important implications for
visualization research, design and development. Since we cannot expect each of
these lay users to design their own visualizations, we have to provide them tools
that make it easy to create and deploy visualizations of their datasets.

Concurrent with this trend, collaborative technologies are garnering increased
attention. The wide adoption of the Internet allows people to communicate across
space and time, and social software has attained a prominent position in con-
temporary thinking about the Web. For example, one can think of software
teams distributed over different time zones or multiple people collaborating to
build an online encyclopedia. Furthermore, collaborative issues are not limited
to the web: novel display and interaction technologies, including wall-sized and
tabletop interfaces, introduce new possibilities and challenges for co-located col-
laborators. An increased need for specialization means that we can no longer
rely on a single person to perform deep analyses of complex phenomena. These
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developments signify an increased desire for collaboration around complex data,
yet, information visualization tools are still primarily designed according to a
single user model. To meet the demands of an increasingly diverse audience, the
design of information visualization technologies will have to incorporate features
for sharing and collaboration.

In this paper, we discuss creation and collaboration tools for interactive visu-
alization. Our goal is to begin to characterize the increasingly diverse audience
for visualization technology and map out the design space for new creative and
collaborative tools to support these users. In section 2 we classify the expand-
ing user base for visualization technologies by looking at their skills, goals and
the data they are trying to analyze. We then take a look at existing informa-
tion visualization tools and classify them along these dimensions. In sections 3
and 4 we examine the new collaborative trends. Section 3 discusses co-located
collaboration, while section 4 explores the area of distributed, asynchronous col-
laboration on the Web. Finally, we conclude by considering the ways the research
community should respond to these developments.

2 End-User Creation of Visualizations

The term “end-user visualization” encompasses a broad range of visualization
users and use-cases. For example, a marketing executive might create an overview
of the sales in different product segments to show to his manager, a scientist may
create a coordinated visualization application to study a biomedical dataset,
or a Facebook user may present her social network in a visualization on the
site. All these use cases involve different types of users employing information
visualization to tackle different types of problems. If we wish to provide end-
users with the ability to construct and deploy custom information visualizations
of their own data, we need an understanding of these users, their goals, and their
data. In the following sections, we will broadly classify each of these dimensions.
Note that we do not intend to construct a formal taxonomy of users. Instead,
our goal is to broaden the discussion on who our users are and how visualization
can help them.

2.1 Data

Scientific, geographic, economic, demographic, and other domains of human
knowledge produce vast amounts of wildly different forms of information, varied
in terms of both individual interest and broad social importance. Visualization
seeks to provide perceptually and cognitively effective tools to display and inter-
act with these different kinds of data. Data is commonly categorized by inherent
complexity (e. g., data homogeneity, number of dimensions) or size. In this sec-
tion, however, we consider data from the perspective of users by categorizing
three different kinds of data in terms of potential audience.
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Personal Data: Personal data encompass all types of organized information
collections that are of personal interest to a particular user, but less interesting
to a broader community. This may involve data on user-owned media (such as
DVD collections or playlists), data on life organization (financial data or address
books) or data related to hobbies and general interests (photo collections, fitness
schedules or coin collections). Visualizing personal data might not always lead to
deep new insights about the data itself. In such cases, the visualization instead
may serve more as a compact visual artifact that can be used to remember
certain events in ones life and serve as a visual representation of self [95]. These
visual representations of self may then be used as online avatars, or simply as
catalysts for storytelling, much like photo albums.

Community Data: By community data we mean data that might be relevant
to a broad community of users due to similar interests or general appeal. Exam-
ples of community data include the content of political speeches, the number of
users online in a World of Warcraft realm, or voting results per county. Often
this type of data has a social component associated with it: data might be related
to a social application such as Facebook or MySpace [45], contain statistics on
a large population as with census data [43], or may be related to current events
[104]. Precisely because community data has a lot of general appeal it will often
generate a lot of discussion.

Scientific Data: Scientific data is data that is of interest to a (relatively) small
number of specialists. Traditionally, information visualization has focused on the
sciences, because they generate a wealth of structured and often numerical data
in ready need of analysis. This makes them very suitable to mathematical analy-
sis techniques and visual mapping. In the humanities, however, most information
comes in unstructured raw text format. If we want visualization to be applied in
domains such as literature and political science, we will need to define suitable
pre-processing techniques that can extract meaningful information from a body
of text. This will often require some amount of natural language processing or
expert input. While there are a few applications of information visualization to
data from the humanities (e. g., [101]), the area remains largely untapped despite
substantial promise to yield many useful techniques with applicability to many
different areas of everyday life.

Interplay of Data Types: Note that the distinction between types of data
is not always clear cut and many data sets could fall into different categories
depending on their use. For example, a community data set on World of Warcraft
users and their interactions might be considered a scientific data set by social
scientists, while the personal data of celebrities might have a broad general
appeal. Visualizations of all these types of data can be shared, albeit for different
purposes. Personal data might be shared with other users as a means of personal
expression. Community data is often shared to spark broad discussion, while
scientific data often needs to be shared because it is too complex for one person to
analyze on their own or because it requires multiple specialized skills to analyze.
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The recent trend toward visual analytics [91] is driven by the increasing need
to support open-ended management and exploration of large, loosely-connected,
and often unstructured information sources as well as the smaller, isolated, struc-
tured data sets typical of information visualization applications. Information col-
lection often involves assembling “shoeboxes” of loosely related nuggets and data
sets [107]. Visual analysis of information occurs by following chains of evidence,
evaluating formal hypotheses [27], testing competing explanations [86], or telling
stories [37] using visual metaphors to convey relationships and dynamics. These
activities are particularly challenging in intelligence analysis, emergency man-
agement, epidemiology, and other critical areas that involve high-dimensional
abstract information [83] and large geospatial datastores [36]. However, the het-
erogeneous and idiosyncratic nature of the data sets and analysis activities in
these endeavors are similar to those in everyday domains, making it likely that
the outcomes of visual analytics research will translate readily into visualization
approaches that will help to engage broad audiences.

2.2 Skills

Novice Users: By novice users we mean users who have experience operating
a computer, but no experience with programming in general, let alone program-
ming visualization techniques. The vast majority of novice visualization users
act as consumers: they will interact with the visualization within the possibil-
ities offered but will rarely extend existing functionality to suit their analysis
needs. If we want these users to be able to produce visualizations, we have to
take care to make this process as easy as possible. Some points of consideration
when designing visualizations for novice users are:

Data Input: We cannot expect a novice user to write their own data parser,
write database queries that export data to a particular format or understand
the file formats for more complex data types. Most novice users seem to take to
using spreadsheet programs such as Microsoft Excel to store and analyze their
data. One useful input format then, is a simple tab delimited input file, as this
format is both human readable and can be directly copied from the spreadsheet
editor.

Automatic Selection of Visualization Type: Novice users have no experience
designing visual mappings and may even choose mappings that produce non-
sensical visualizations. Recurring examples include the use of line charts over
categorical data dimensions, for which a bar chart would be a better choice, and
using a pie chart for data that do not form part of a whole. For this reason, visu-
alization techniques geared towards novice users should at least partly automate
the selection of visual metaphors. This may involve analyzing the data dimen-
sions to see if there are any ordinal attributes, check for aggregated variables
and totals, and examine values in dimensions for possible hierarchical structure
[59,60].
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Useful Defaults: Novice users likely will not spend time tuning an ugly looking
visualization to fit their needs. It is therefore important to provide a set of
sensible defaults for data and view parameters (such as scales, colors, item sizes
and viewpoints) to help constrain the parameter space that users have to explore.
Multiple combinations of these parameters can be offered by providing a preset
list. As an added bonus, a good set of presets can show users what is possible
and educate them on what is sensible.

Contextual Information: With contextual information we mean visual items that
explain to the user what data is being mapped to the screen and what encod-
ings are being applied. This involves legends, scales, labels, pop-ups, titles and
explanations of visual mappings. Although visual graphics in print media take
great care to provide contextual information, interactive visualizations are often
lacking in this respect because most of the design attention is focused on the
visual mapping itself.

Savvy Users: By savvy users we mean people who have experience performing
relatively sophisticated data organization and manipulation, using a combination
of manual processing and limited amounts of programming or scripting. Because
savvy users are a small but non-trivial part of the population of visualization
consumers, they are a critical bridge between experts and novices. As such, savvy
visualization users may act variously as:

– experts who train or guide novice users in the use of particular visualizations
by clarifying exploratory and analytic functionality in terms of interface
appearance and behavior,

– designers who plan, construct, debug, test, and deploy new visualizations
for ongoing evaluation and routine operation by novice users,

– end-users who can bring more extensive experience to bear when using ex-
isting visualizations to analyze data from their own knowledge domains, to
browse data with which they are less familiar, and to share their results with
others, and

– explorers (or user-designers) who combine the roles of designer and end-user
by extending and redesigning visualizations on the fly during open-ended
exploration of their data.

Expert Users: By expert users we mean people who have extensive experience
with interactive graphical software development and the theory and applica-
tion of data modeling, data processing, and visual data representation. As such,
visualization experts may act both as:

– researchers who invent, specify, and evaluate methods for accessing, query-
ing, rendering, and interacting with data, often with an eye toward extending
and enhancing the functionality of existing visualization systems and tools,
and
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– developers who design and implement visualization modules, toolkits, sys-
tems, and tools of various sizes and scopes, often adapting and integrating
existing functionality from other visualization toolkits and systems.

In particular, visualization research frequently involves the development of pro-
totypes for evaluating the correctness, flexibility, and performance of new data
processing algorithms and the usability and utility of new interaction techniques.

Facilitating the interdependent needs of novice, savvy, and expert users is
a key part of supporting broader audiences for information visualization. The
number of people who can act as visualization designers or visualization develop-
ers – let alone the core visualization researchers who by necessity often fill these
roles – is rapidly becoming overwhelmed by demand for visual tools brought on
by blossoming public awareness of the power and accessibility of information
visualization techniques. It will become increasingly necessary to provide users
of all skill levels, including novices, with the capability to explore and analyze
data sets of personal and professional interest without direct assistance from
traditional visualization practitioners. However, understanding how to design
accessible yet flexible software artifacts for individual visual exploration and
analysis is only half of this equation. Social organization of visualization roles
through collaboration and other means, as described later in this paper, is the
critical second half.

2.3 Goals

One of the traditional rationales for information visualization is that the human
visual system has high input bandwidth and has evolved as an excellent tool
for spotting patterns and outliers in our surroundings. If we then map large
amounts of data into visual form, we can use these innate human abilities to
explore the data to find patterns that would have been exceedingly difficult to
identify through purely automated techniques. A current prominent example is
bioinformatics research that visually explores gigabytes of gene experiments to
investigate the mechanisms that drive a particular disease. Such “explorative”
use-cases have dominated most of the research in visualization over the past
two decades. Explorative use can either be open-ended, where the user wants
to browse their data without having a predefined question in mind, or analyti-
cally driven, in which the user has a particular question in mind and uses the
visualization to answer it. Often times these two types of exploration will be
intertwined: a user will explore a previously unknown data set without a par-
ticular question in mind, stumble on an interesting data point and then use the
analytic features in the visualization to either answer the question or redirect
their open-ended exploration.

Exploration and Analysis: Recent visualization environments have begun
to offer users various degrees of interactive control over different parts of the
entire information interface design process, thereby opening up possibilities for
much deeper exploration of data. Such environments allow computer-savvy user-
designers to interactively access data, create, layout, and coordinate views, and
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connect data to views. Design typically occurs directly within the interface that
contains data views, and often take effect immediately without the need for
a separate compilation or build stage. This live, amodal approach to interface
design allows users to switch rapidly between building and browsing tasks during
exploration and analysis. The result is a form of exploration that is free form and
open-ended, particularly during initial inspection of newly encountered data sets.

IVEE [2], DEVise [58], DataSplash [71], Snap-Together Visualization [69],
GeoVISTA Studio [88], Improvise [102], and Tableau/Show Me [60] are a few
of many well-known visualization environments that support open-ended data
exploration to various degrees. Such environments typically consist of a graphic
user interface on top of a library of visualization components which may or
may not be exposed as a visualization programming toolkit in its own right.
This combination of user interface and underlying library can enable open-ended
exploration in a very broad sense if it bridges the activities of visualization users
performing various roles with different levels of expertise, whether as individuals
or in collaborative groups.

To connect developers and designers, a key advantage for open-ended explo-
ration is an extensible library that provides an application programming inter-
face (API) for adding new software modules for various visualization components
(including data access, queries and other data transformation algorithms, views,
and visual data encodings). In particular, the most useful APIs support the def-
inition of new data transformation operators—including appropriate input and
output data object types—that give designers the ability to express rich relation-
ships between data, queries, and views. This requirement is essential for applying
newly discovered visualization techniques to emerging sources and forms of in-
formation, without needing to constantly architect and implement new toolkits
(and retrain visualization designers in their use).

To connect designers with users, the user interface must support the abil-
ity to access data sets (and metadata) from local or remote sources in various
formats, create and position views on the screen, specify how navigation and
selection affects views, specify queries on data, parameterize queries in terms of
interaction, and attach data sets and queries to views. In particular, designers
should be able to specify the appearance and behavior of their visualizations
directly within the user interface, without resorting to programming or other
workarounds for interface limitations. To do otherwise would effectively require
that designers be trained as developers.

User interfaces that truly support open-ended exploration would exceed the
requirements of basic visualization design and operation by: supporting live
building of complete browser interfaces, including immediate designing, debug-
ging, and testing of intended functionality; facilitating collaboration between
end-users and designers to turn analytical questions into structural changes
(through remote, nearby, or side-by-side efforts to communicate and effect rapid
visualization prototyping and polishing); and enabling rapid switching between
building and browsing to perform more extensive exploratory visualization by
modifying visualization views and queries on the fly. In particular, it is highly de-
sirable for explorers to be able to see all raw data quickly to make decisions about
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how to visualize it, rapidly create and lay out views, rapidly attach data and
queries to views, rapidly modify queries, store, copy, and reuse views, copy-and-
paste/drag-and-drop visualization components, and use macros to build com-
mon multiple view constructions. Many of these capabilities are also desirable
for non-exploring designers who prepare visualizations for domain analysts.

In all of this, availability of common and familiar interface functionality is
essential to broad adoption. The user interface should run in the user’s normal
working environment, require no programming or design activities, and provide
a way to disseminate analytical results. For communication and collaboration,
it is highly desirable for the user interface to run easily on any platform, allow
visualizations to be opened and saved as normal documents for sharing between
users, and provide the ability to bookmark or screen capture visualizations in
different graphical states.

Communication: At the other end of the spectrum of information visualiza-
tion goals is the “communicative” use-case, where the main user goal is simply to
convey a message to others. This use-case is already present in many traditional
media: think of diagrams explaining the numbers behind a news story or a bar
chart that has been included in a slideshow presentation. Although these partic-
ular representations are fairly static because of the affordances of the media used,
this does not mean that communicative information visualization is limited to
static visualizations. Interactivity is a very useful means of engaging users and
may make them more receptive to a particular message. However, interactiv-
ity also poses some problems when communicating visualizations, because it’s
hard to reproduce interactive features in a static medium. Many information
visualizations use tooltips and mouse-overs to provide contextual information,
offer the user different viewpoints on the data, and allow for dynamic analysis of
data. Videos alleviate this problem only in part, because it is often hard to follow
what is going on and much of the context in the exploration process is missing.
Simply sharing findings using static representations of interactive visualization
is therefore not the optimal solution, and we would do better to consider these
issues beforehand when designing visualizations for communicative use.

Apart from traditional mass communication, the communicative use-case also
plays a pivotal role in collaborative applications, especially ones that are non-
collocated and/or asynchronous. If the analysts do not share the same time or
space it is important for them to be able to communicate findings and bring
each other up to speed on the current state of the process quickly. Furthermore,
each of these types of collaboration (collocated or distributed) has its own type
of requirements, which we discuss in-depth in sections 3 and 4. In general, com-
municative use of information visualization usually involves a small investment
of time on the user end, with a small but guaranteed payoff. On the other hand,
explorative use involves a large amount of investment in tools, training and time,
while the (potentially high) payoff is not always guaranteed. (See also [93] for a
discussion of these tradeoffs.)

In the next section, we consider a number of representative tools that help
us meet these differing goals of communication and exploration.
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Fig. 1. A few of the many available information visualization tools, roughly mapped
according to targeted end-user and targeted goal. Light lines connect toolkits and
development environments to examples of visualizations created in them. Dark lines
roughly capture similar ranges of user/goal targets for relevant tools.

2.4 Tools

Note that most real-world uses of information visualization will form a combina-
tion of the use-cases and roles described in the preceding sections. A researcher
might program a new visualization technique to explore his complex data and
then present findings to a manager by sending a screenshot. In this case the
researcher takes on the roles of both consumer and developer and performs both
exploration and communication. Most current information visualization tools
and toolkits are geared towards one particular user skill and goal, although a
recent trend towards more flexible tools can be observed. To illustrate the rough
classification outlined in the previous subsections, in this section we give an
indicative sample of an end-user visualization tool for each user skill and goal
combination. Figure Fig. 1 illustrates a number of available visualization tools
categorized according to the skill level of the target user base and the degree to
which the tools support analytic and communicative tasks. Systems that span
a range of tasks or skills are presented as line segments indicating the range of
users and usage.

Expert Communication: In the bottom right corner of the matrix we find
information visualization tools and toolkits that are geared towards commu-
nicative use, but assume a significant amount of knowledge on suitable visual
techniques and their implementation. One such toolkit is Adobe’s Flash develop-
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ment environment. Flash is an browser based interactive graphical design tool.
Because of its ease of online deployment, it is particularly suited to communi-
cating messages in a graphical way. In fact, many of the interactive graphics on
the Internet today are Flash-based. However, Flash does not offer the developer
tools that would support structured data exploration. (In fact, it offers only the
most basic of data structures.) Moreover, its timeline-based design environment
is not particularly well-suited to interactive visualization development.

This situation has improved with the release of Actionscript 3 and Flex,
offering a more advanced programming model and a full-fledged user interface
development package. The Flare toolkit [41] implements basic visualization ca-
pabilities within Flash, making it easier to develop interactive information vi-
sualizations, while still retaining the benefits of Flash, such as its relatively
lightweight means of online deployment.

Savvy Communication: Information visualization tools in this category (mid-
dle right) allow users to create and share complex information visualizations, but
require a base level understanding of computer programming and information
visualization. A concrete example of such a tool is AT&T’s GraphViz [33] li-
brary, which allows users to generate static images of graphs but requires some
programming effort to integrate it with existing applications because it uses a
proprietary data format.

Use-cases for GraphViz often involve reporting engines that need to be able
to display networked data of some sort. Many of the features in GraphViz are
geared towards presentation instead of exploration. For example, it is possible
to heavily customize node rendering. Special care has been taken to avoid label
overlapping, as this would make static images completely unreadable. Both of
these issues are less of a problem in interactive systems in which users can use
tooltips to get more information, or zoom into a dense cloud of labels to remove
overlap.

Novice Communication: Until recently, if novice users wanted to share infor-
mation visualizations with others they would be limited to taking screenshots of
information graphics for sending by e-mail, etc. This mode is often sufficient if
the goal is one-way information dissemination. For example, a pie chart may be
included in a presentation, or an advanced information graphic may be printed
in a newspaper. However, this mode of publication fails if users want to collab-
oratively analyze a complex data set.

Recent tools like Many Eyes [97], Sense.us [46], Swivel.com, and Spotfire
Decision Site Posters make this process much easier, allowing easy sharing of
interactive visualizations. As discussed in greater detail in section 4, users of
these systems can share a particular state of a visualization encoded as a URL
and add custom annotations and comments while still having access to the in-
teractive features of the visualization. This makes it possible to quickly switch
between analysis and communication, a necessity for successful collaboration.

Expert Exploration and Analysis: The bottom left corner of the matrix
contains visualization software that supports deep and broad exploration of the
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space of visualization techniques, as well as more focused exploration and anal-
ysis of particular data sets. Such flexibility in the overall process of visualization
almost always requires substantial expertise, typically requiring programming
skills. As a result, visualization software for exploration by experts often takes
the form of toolkits that are written in a popular programming language but
that encapsulate well-known visualization components and techniques.

One such toolkit, prefuse [44], provides a Java-based library of visualization
building blocks including views, visual encodings, processing algorithms, multi-
view coordinations, and a common data model that supports tables, trees, and
graphs. Graphs, hyperbolic trees, treemaps, and scatter plots support accessing,
filtering, rendering, and displaying data using a variety of layout and distortion
algorithms.

Similarly, the InfoVis Toolkit [34] is a set of Java visualization components
designed around OpenGL and a data model that represents tables, trees, graphs,
and metadata in column format for efficient selection, filtering, visual encod-
ing, and coordination. Views include scatter plots, parallel coordinate plots,
treemaps, and a variety of node-edge tree and graph displays that can incorpo-
rate fisheye lenses and dynamic labeling of items. Visualizations created in the
toolkit display textboxes, sliders, and other controls alongside views for dynamic
editing of visual encodings.

The extensible programming interfaces of both toolkits and those like them
provide a means to incorporate new components and techniques, in essence ex-
panding the scope of exploration, considered broadly, to include the results of
future visualization research.

Savvy Exploration and Analysis: As described in the previous section, visu-
alization in the expert exploration category revolves more around programming
rather than around interaction in integrated user interfaces intended for design-
ing and building tools. Research on integrated visualization environments focuses
on packaging the exploratory capabilities of toolkits in ways that are accessible
to users who are visualization savvy but not necessarily visualization experts.

For instance, Improvise [102] is a self-contained Java application that appears
and behaves like other office productivity applications based on the multiple doc-
ument desktop metaphor. Users build Improvise visualizations by interactively
constructing the data, queries, views, and coordinations of tools that can be
saved, opened, copied, and shared as self-contained Extensible Markup Language
(XML) documents. Users browse visualizations using the mouse and keyboard
to navigate and select data items in multiple coordinated views.

Similarly, GeoVISTA Studio [88] is an integrated visualization development
environment for building geovisualizations interactively using a graph-based vi-
sual coordination editor. Any component that conforms to the JavaBeans specifi-
cation can be a view. Development of new views by the community of GeoVISTA
Studio users has resulting in a large library of views utilized in numerous visual-
izations. A particular strength of GeoVISTA Studio is its extensive functionality
for representing and displaying geospatial information (based on the GeoTools
[57] open source Java GIS toolkit).
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The combination of browsing with rapid, iterative building in a single applica-
tion (much like in spreadsheet programs) enables improvisational visualization,
in which it is possible to design and evaluate different ways of analyzing partic-
ular data sets in the form of rapid prototypes having more concrete and stable
collections of analytic functionality.

Novice Exploration and Analysis: As far as we know, there are no tools
that truly allow novice users to interact with their data in the broadest sense
of exploration. This may result from an apparent fundamental tradeoff between
flexibility and accessibility in visual analysis, in that increased expressiveness ne-
cessitates greater expertise when it comes to data manipulation and visual repre-
sentation. Even in savvy exploration-analysis tools like Improvise that strive for
a balance between these factors, reproducing many common visual components
and techniques currently requires a high degree of visual language expressiveness
that necessitates a corresponding high level of expertise beyond that of most
novice users. Conversely, novice analysis-communication tools like Many Eyes
seek to increase visualization flexibility for broad audiences keenly interested in
modest analytic expressiveness as a means to better communicate ideas about
information. In between, analysis tools like Tableau/Show Me successfully oc-
cupy analysis niches that provide bounded but particularly useful forms of data
interaction to relatively broad audiences who are sufficiently motivated to devote
time and effort to modest training. It may well be that open-ended exploration
tools for novices will evolve from future research into ways of combining these
three seemingly complementary directions.

2.5 Directions

Current end user visualization tools are becoming more and more flexible in
the types of scenarios and goals they can handle. Tools like Many Eyes allow
novice users to create advanced visualizations with very little effort and also
support communicative use-cases by allowing flexible sharing of visualization
states. Tools like Improvise allow tight integration of many different types of
visualizations, but require some programming skills on the side of the end-user,
an expectation that is not always reasonable of domain experts dealing with the
visualization. Tableau allows end users to set up and pivot different types of ba-
sic visualizations in a fairly intuitive manner and the recent addition of Tableau
Server allows sharing of and commenting on these visualizations in an online envi-
ronment, making it also suitable for communicative purposes. Although flexible,
the only visualization types allowed are 2-dimensional small-multiple displays,
which limits the visualization and analysis types to basic business graphics.

In our opinion, the ultimate goal of letting novice users flexibly specify their
visualization needs and couple different types of views together has not been fully
realized yet. We expect that users’ visual literacy will increase as information
visualization becomes more mainstream, and will start demanding advanced
visualizations beyond the trusted bar chart. Integrating advanced visualizations
in an flexible, collaborative and easy to understand framework for open-ended
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exploration and analysis is an important and solvable problem. We expect this
solution will have important implications for many areas of human endeavor that
necessitate the handling of complex data.

3 Co-located Collaborative Visualization

Given the choice, it is common and natural for people to work together. This is
not a new phenomenon. Small groups of people gather for all kinds of reasons
including many that are work related; such as to get a job done faster, to share
expertise for a complex task, and to benefit from different insights from different
people. Also, when one considers the rapid growth in size and complexity of
datasets, it is not surprising that increasingly the practicality of an individual
analyzing an entire data-set is becoming unrealistic. Instead, the expertise to
analyze and make informed decisions about these information-rich datasets is
often best accomplished by a team [91]. For instance, imagine a team of medical
practitioners examining a patient’s medical record to plan an operation, a team
of biologists looking at test results to find causes for a disease, or a team of
businessmen planning next year’s budgets based on a large financial dataset. All
of these situations involve a group of people making use of visual information to
proceed with their work. Research towards supporting these team-based infor-
mation processes will expand the situations in which information visualization
can be used and is part of considering how to best support people in their normal
everyday information work practices.

This section draws from a wide variety of literature to shed light on questions
and issues that need to be considered during the development of co-located
collaborative information visualizations. We do not consider this discussion to be
exhaustive; rather it is our intention that the discussion will form the beginning of
design guidelines and considerations that will be modified and extended through
future research in collaborative information visualization.

Research in information visualization draws from the intellectual history of
several traditions, including computer graphics, human-computer interaction,
cognitive psychology, semiotics, graphic design, statistical graphics, cartogra-
phy, and art [64]. The synthesis of relevant ideas from these fields is critical
for the design and evaluation of information visualization in general and it is
only sensible to think that fields concerned with collaborative work also add
valuable information to our understand-ing of requirements for collaborative in-
formation visualization systems. Our sources include work in co-located collab-
oration in computer supported cooperative work [39,53,75,73,76,77,80,81,82,90],
information visualization [85,105,109,110,111], and empirical work investigating
collaborative visualization use [61,68,72].

The organization of this section is as follows. A brief overview of existing
research that relates to co-located collaborative information analysis is given in
section 3.1. Next, section 3.2 discusses the impact of recent advances in hardware
configurations and section 3.3 focuses on more general human computer inter-
action issues important for the support of the co-located collaborative process,
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primarily drawing upon computer supported co-located collaborative literature.
Then section 3.4 presents information visualization specific issues that may need
re-consideration in light of co-located collaborative applications.

3.1 Related Research

Co-located collaborative information visualization is a relatively new and still
under explored research area. Only a few tools designed specifically to support
synchronous collaboration between co-located people using visualizations to ex-
plore information have emerged thus far. These are discussed below. However,
as noted below, existing visualization tools designed from a single-user perspec-
tive have been studied with co-located collaborative tasks [61]. There has been
considerable research in the area of scientific visualization in distributed systems
(see [38] for an overview). Recently, there has been new primarily web-based re-
search on asynchronous distributed collaborative information visualization sys-
tems. This new direction is the focus of section 4.

Co-located Collaborative Visualization: The Responsive Workbench was
one of the first visualization systems for developed co-located collaboration
around a large horizontal surface [103]. The responsive workbench is a virtual
reality environment in which the displayed 3D scene is seen through shuttered
glasses and interaction is achieved with a glove which has an attached Polhemus
sensor on the back. Agrawala et al. [1] extended this workbench to support two
simultaneous users. Several scientific visualization applications were developed
for this platform including fluid dynamics and situational awareness applications.

On tabletop displays information visualization interaction techniques have
been used to support co-located people in information sharing and exploration
tasks. DTLens [35] provides a local non-linear magnification technique enabling
multiple lenses for up to four people with for two-handed interaction. Personal
Digital Historian uses radial layouts to display photos, video and text documents
to supports conversation and story telling for small groups of people [84].

Studying Collaborative Use of Information Visualizations: While re-
search on collaborative data analysis using information visualizations is relatively
scarce, collaborative use of existing single user systems has been studied. Mark
and Kobsa [61] conducted a user study in which they observed pairs working
in co-located and distributed settings with two different visualization systems
designed for single users. Their findings suggest that the benefit of collaborative
vs. individual problem solving was heavily dependent on the visualization sys-
tem used and also that, in general, groups were better than individuals working
alone at locating errors. From this study, they derive a model for the collabora-
tive problem-solving process. Their model consists of an iterative sequence of five
stages: parsing a question, mapping variables to the program, finding the cor-
rect visualization, and two validation stages. From studying collaborative work
on scientific visualizations in virtual environments using CAVEs, Park et al. [72]
report a five-step activity model that was common for the observed collaboration
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sessions. Their study also noted that participants showed a strong tendency for
independent work, if the option was available. Isenberg et al. studied co-located
collaborative data analysis scenarios and posit an eight-process framework that
relates to previous work on the Sensemaking Cycle [17] and the two studies by
Mark and Kobsa [61] and Park et al. [72]. However, a common temporal order
of analysis processes as posited by some previous work did not emerge.

3.2 Choosing Hardware to Support Co-located Collaboration

We start with a discussion of hardware because some of the recent interest in
co-located collaboration is at least in part due to new hardware innovations.

Display Size: In information visualization, the size of the available display
space has always been problematic for the representation of large datasets (e. g.,
[65]). In a common desktop environment, typically a single user will use all avail-
able screen space to display their visualization and, most commonly, this space
will not be sufficient. Frequently, visualization software will include interactive
features to help the user cope with limited display space. It seems sensible to
think that, if we are going to adequately support collaborative or team explo-
ration of visualizations, available display space will be an important issue. In
collaborative systems, screen space not only has to be large enough for the re-
quired information display, it might also have to be viewed and shared by several
users. As the number of people using a shared information display grows, the
size of the display and workspace needs to be increased in order to provide a
viewing and interaction area that gives adequate access to all group members.

Display Configuration: Several configuration possibilities exist that could
increase the amount of available display space, all of which will affect the type of
visualization systems possible and the type of collaboration work that would be
most readily supported. Many types of configurations are possible; for instance,
one could provide team members with interconnected individual displays, as in
the ConnecTable system [89], or one could make use of large, interactive, single-
display technology, like display walls or interactive tabletop displays (e. g., [90]).
An additional possibility is to link wall, table, and personal displays (e. g., [105]),
or to consider immersive displays (e. g., [72]). The type of setup most appropriate
for an information visualization system will depend on the specific task and group
setup. For example, individual interconnected displays allow for private views of
at least parts of the data which might be required if data access is restricted.
Tabletop displays have been found to encourage group members to work together
in more cohesive ways, whereas wall displays are beneficial if information has to
be discussed with a larger group of people [76].

Input: In the common desktop setup, input is provided for one person through
one keyboard and one mouse. To support collaboration, ideally, each person would
have at least one means of input. In addition, it would be helpful if this input was
identifiable, making it possible to personalize system responses. If a collaborative
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system supports multi-user input, the access to a shared visualization and data set
has to be coordinated. Also, synchronous interactions on a single representation
may require the design and implementation of new types of multi-focus visualiza-
tions. Ryall et al. [77] have examined the problem of personalization of parameter
changes for widget design, allowing widgets to be dynamically adapted for indi-
viduals within a group. Similar ideas could be implemented for personalization of
information visualizations during collaborative work.

Resolution: Resolution is an issue both for the output (the display) and for the
input. The display resolution has a great influence on the legibility of information
visualizations. Large display technology currently often suffers from relatively
low display resolution so that visualizations might have to be re-designed so that
readability of text, color, and size not affected by display resolution. Also, large
interactive displays are often operated using fingers or pens which have a rather
low input resolution. Since information visualizations often display large data
sets with many relatively small items, the question of how to select these small
items using low input resolution techniques becomes an additional challenge that
needs special attention [48].

3.3 Creating a Collaborative Environment

The key characteristics of co-located synchronous interactions as described by
Olson and Olson [70] will apply to information visualization scenarios designed
to support co-located collaboration. These characteristics include: a shared local
context in which participants can interact with work objects, rapid feedback,
and multiple channel information exchange (voice, gesture, etc.), and visibility
of others’ actions. These characteristics are further specified in the mechanics of
collaboration [73], which describe basic operations of teamwork, or small scale
actions and interactions that help people solve a task as a team. These mechan-
ics apply to a variety of group and task settings. This section is discussed under
the two major groupings of the mechanics of collaboration—communication and
coordination—and under those issues relating to supporting varying collabora-
tion styles.

Communication: Communication is an important part of successful collab-
orations. People need to be able to trigger conversations, communicate their
intentions, indicate a need to share a visualization, and to be generally aware
of their team members’ actions. Group members need to be informed that some
parameter of a shared display might have changed while they were busy working
with an information visualization in a different part of the workspace. There has
been considerable discourse on the importance of all team members being aware
of all other team members’ actions. Pinelle et al. [73] make a distinction between
explicit and implicit communications. The design of support techniques for both
types of communication needs to respect common social and work protocols [70].
For example, the interface should not require a group member to reach into or
across another person’s workspace in order to acquire or share visualizations or
controls.
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Explicit Communication: Enabling direct exchange of information through many
channels such as voice, gestures, and deictic references facilitates collaborative
work in general [73] as well as co-located collaboration [70]. It has been shown
that the ability to annotate data and share insights in a written way is an
essential part of the discovery process in distributed information visualization
settings [46]. This collaborative need for annotation exists in traditional use of
pen and paper based information as was observed in a study of teams working on
information analysis tasks in a shared setting [68]. However, in digital systems
messages of all types, written, voice, etc. might not always be as easily shared
and how best to support this will require further research.

Implicit Communication: In co-located non-digital collaboration people are ac-
customed to gathering implicit information about team members’ activities
through such things as body language, alouds, and other consequential commu-
nications. This is an active research area in distributed collaboration research
since the co-located evidence does not naturally become distributed. Co-located
collaboration benefits from many of the co-present advantages, however, issues
still arise. Some examples include: digital actions are not always readily visible
(cursors are hard to see on large screens), menu actions can affect a remote
part of the screen, as well as the general problems of change awareness [74].
Thus while implicit communications do support awareness in a co-located set-
ting already to some extent, some system changes made by a collaborator can
still remain unnoticed if the collaborative system does not provide appropriate
feedthrough (i. e. a reflection of one person’s actions on another person’s view).
In collaborative information visualization, for example, it might be important to
consider appropriate awareness for operations that make changes to the under-
lying dataset.

Imagine a co-located system in which each collaborator works in parallel on
a different view using a different file-system representation. If one collaborator
discovers an old version of a file and decides to delete it (a value operation
[23]), this change might go unnoticed if the other person is looking at a view
of the data that does not include the current file or it might be completely
surprising to the other person to see a file in their representation disappear.
Some research has proposed policies to restrict certain members from making
unsuspected global changes to a dataset [75]; however, while earlier research
on information visualization discussed the differences between view and value
operators (e. g. [23]), most recent research in multiple-view visualization tends
to favour view operations (filtering of unwanted data rather than deletion). This
seems likely to be most appropriate during collaboration.

It has also been shown the location and orientation of artifacts is used to
support implicit communication in non-digital settings providing information on
such things as who is working with which artifacts and when one person wants to
initiate communication about a particular artifact [53] and that this translates
to digital settings [54]. This consideration, providing for artifact mobility and
freedom orientation, will probably also be important in supporting information
visualization collaboration.
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Coordination: In group settings, collaborators have to coordinate their actions
with each other. Here, we describe several guidelines for how to support the
coordination of activities in collaborative information visualization applications.

Workspace Organization: Typical single-user information visualization systems
impose a fixed layout of windows and controls in the workspace. Previous re-
search has shown that, on shared workspaces, collaborators tend to divide their
work areas into personal, group, and storage territories [81]. This finding im-
plies that a group interaction and viewing space is needed for collaborative data
analysis where the group works on a shared representation of the data or in
which they can share tools and representations. Also, the possibility of explor-
ing the data separately from others, in a personal space, is necessary. Flexible
workspace organization can offer the benefit of easy sharing, gathering, and pass-
ing of representations to other collaborators. By sharing data in the workspace,
representations will be viewed by team members with possibly different skill
sets and experiences and, therefore, subjected to different interpretations. Also,
by being able to move and rotate representations in the workspace, an individ-
ual can gain a new view of the data and maybe discover previously overlooked
aspects of the data display.

Collaborative information visualization systems should allow for social in-
teraction around data displays [46]. If visualizations can be easily shared, team
members with different skill sets can share their opinions about data views, sug-
gest different interpretations, or show different venues for discovery. By offering
mechanisms to easily rotate and move objects, comprehension, communication,
and coordination can be further supported [54]. Rotation can support compre-
hension of a visualization by providing alternative perspectives that can ease
reading and task completion, coordination by establishing ownership and cat-
egorizations, and communication by signaling a request for a closer collabora-
tion [53]. By allowing free repositioning, re-orientation we can also make use of
humans’ spatial cognition and spatial memory and possibly better support in-
formation selection, extraction, and retrieval tasks [68]. Mechanisms for transfer
and access to information visualization in the workspace should be designed in
a way that they respect common social work protocols [53,81].

Changing Collaboration Styles: Tang et al. [90] describe how collaborators
tend to frequently switch between different types of loosely and closely coupled
work styles when working over a single, large, spatially-fixed information display
(e. g., maps or network graphs). A study by Park et al. [72] in distributed CAVE
environments discovered that, if the visualization system supports an individual
work style, users preferred to work individually on at least parts of the problem.
For information visualization systems, an individual work style can be supported
by providing access to several copies of one representation. The availability of
unlimited copies of one type of representation of data allows group members
to work in parallel. More closely coupled or joint work on a single view of the
data can be supported by implementing the possibility of concurrent access and
interaction with the parameters of an information visualization. Free arrange-
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ments of representations also support changing work styles. Representations can
be fluidly dragged into personal work areas for individual or parallel work and
into a group space for closer collaboration.

3.4 Designing Information Visualizations for Co-located
Collaboration

Many known information visualization guidelines still apply to the design of in-
formation visualizations for co-located collaborative use (e. g., [10,92,99]). In this
section, we discuss changes and additions to aspects that need to be considered
when designing information visualizations for co-located collaborative settings.
Thus, much of this discussion simply delineates research questions that may of
specific interest when designing information visualizations to support co-located
collaboration.

Representation Issues: Spence [87] defines representation as “the manner in
which data is encoded,” simplifying Marr’s [62] definition of representation as a
formal system or mapping by which data can be specified. The concept of rep-
resentation is core to information visualization since changes in representations
cause changes in which types of tasks are most readily supported. As in Marr’s
[62] example, the concept of thirty-four can be represented in many ways. To
look at three of them; Arabic numerals, 34, ease tasks related to powers of ten;
Roman numerals, XXXIV, simplify addition and subtraction; and a binary rep-
resentation, 100010, simplifies tasks related to powers of two. Not surprisingly,
Zhang and Norman [110] found that providing different representations of the
same information to individuals provides different task efficiencies, task com-
plexities, and changes decision-making strategies. Questions arise as to what are
the most effective representations during collaboration. Will certain representa-
tions be better suited to support small group discussions and decision making?
Will multiple representations be more important to support different people’s
interpretation processes? Will new encodings or representations be needed for
collaborative work scenarios? Appropriate representations might have to be cho-
sen and adapted depending on the display type chosen but whether completely
new designs are required is not yet clear.

For example, different representations may have to be accessible in an inter-
face because in a collaborative situation, group members might have different
preferences or conventions that favour different types of representations. Gutwin
and Greenberg [39] have discussed how different representations of the workspace
affect group work in a distributed setting. They point out that providing mul-
tiple representations can aid the individual but can restrict how the group can
communicate about the objects in the workspace. This extends to co-located set-
tings, in which several representations of a dataset can be personalized according
to taste or convention, making it harder to relate individual data items in one
representation to a specific data item in another. For example, relating one spe-
cific node in a treemap [50] to another node in a node-link diagram might require
a search to locate the respective node in the other representation. Implementing
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mechanisms to highlight individual data items across representations might aid
individuals when switching between group and parallel data exploration.

Findings suggest that the availability of multiple, interactively accessible
representations might be important for information visualization applications
since the availability of multiple data representation can change decision mak-
ing strategies [52]. Also differing representations have an influence on validation
processes in information analysis [79], and more easily support people working
in parallel on information tasks [72]. While this is probably applicable, empirical
evidence directly linking these finding to collaborative information visualization
has not yet been gathered.

It is also possible that the actual mappings used in representations may have
to be re-thought. For example, spatiality or the use of position/location is com-
monly an important aspect of representation semantics. However, spatiality as
manifested in territoriality is a significant factor for communication and coordi-
nation of small group collaboration. It is an open question as to whether there
is a trade-off between these two uses of spatiality.

Presentation Issues: Presentation has been defined as ’something set forth for
the attention of the mind’ [63] and as ’the way in which suitably encoded data
is laid out within available display space and time’ [87]. From these definition
is clear that changing display configurations, as is usually the case to support
co-located collaboration, will impact the types of presentations techniques that
are possible and/or appropriate. Common presentation techniques include pan
& zoom, focus & context, overview & detail, filtering, scrolling, clutter reduc-
tion, etc.

A common theme in information visualization is the development of pre-
sentation techniques that overcome the problem of limited display space (e. g.
[4,20,49]). In collaborative scenarios, information visualizations might have to
cover larger areas than in a single user scenario as group members might prefer
to work in a socially acceptable distance from each other. The display space
might also have to be big enough to display several copies of one representation
if team members want to work in parallel.

If groups are working over a shared presentation of data, presentations might
have to be adapted to allow collaborators to drill down and explore different parts
of the data in parallel. Collaborative information visualizations will likely have
to sup-port multiple simultaneous state changes. This poses additional problems
of information context. Team members might want to explore different parts of
a dataset and place different foci if the dataset is large and parts of the display
have to be filtered out. Information presentations might have to be changed to
allow for multi-focus exploration that does not interfere with the needs of more
than one collaborator. For example, DOI Trees [18] or hyperbolic trees [55] are
examples of tree visualizations in which only one focus on the visualization is
currently possible. ArcTrees [67] and TreeJuxtaposer [65], for example, allow
for multi foci over one tree display but these were not designed to take the
information needs of multiple collaborators into account and might still occlude
valuable information.
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An example for visualization presentation changes based on a collaborative
circular tabletop environment has been presented in [94]. The presentation of
the circular node-link tree layout was modified to rotate all nodes towards the
boundary and a “magnet” was implemented to rotate nodes towards just one
team member. Nodes were also changed in size; as leaf nodes were placed closer
towards team members, in their personal space [81], they were decreased in size
and the nodes towards the center of the table were enlarged to allow for easier
shared analysis of the node contents in the group space [81]. A possible extension
of this work is to think about placing and re-arranging nodes automatically
based on the placement and discovery interests of team members or based on
the individual or shared discoveries that have been made.

The presentation of visualizations might also have to take available input
devices on a shared large display into account. If fingers or pens are used as
an input device, the selection might not be accurate enough to select small
information items. A common task in information visualization is to re-arrange
data items (e. g. by placing points of interest), to request meta-information [85]
(e. g. by selecting an item), or to change display parameters by selecting an
item. If the displayed dataset is large, it often covers the full screen and reduces
individual items to a few pixels. Previous research has attempted to solve the
issue of precise input for multi-touch screens (e. g. [8]) but they might not be
applicable if the whole visual display is covered with items that can possibly
be selected. Alternatively, information presentations could be changed to allow
for easier re-arrangement and selection of items, for example, with lenses [20].
DTLens [35] presents an initial exploration of the use of lenses in co-located
collaboration.

The resolution of a large display has an influence on the legibility of data
items. It is known that the reading of certain visual variables is dependent on the
size and resolution in which they are displayed [99]. Information visualizations
also often rely on textual labels to identify data items which may be hard to
read on low-resolution displays. The presentation size of individual items and
labels may have to be adapted to compensate for display resolution.

View Issues: The term view is common in information visualization literature
and view operations (changing what one currently sees) have been defined as
distinct from value operations (changing the underlying data) [23], however, this
use of the term view also incorporated changes in visual aspects of representation,
presentation. Blurring the distinction between view and presentation changes has
not been problematic because with a single viewer and a single display these are
often concurrent. A change in view can be simply looking at exactly the same
presentation and representation of the same data merely from a different angle
or it can include changes in all three factors.

In a co-located collaborative setting, of necessity there are as many views
of a given presentation as there are people in the group. Also since collabora-
tion practices often include mobility, a given person’s view will change as they
move in the physical setup. This factor has recently begun to receive attention
in the CSCW community. Nacenta et al. [66] have shown that righting (orient-
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ing a piece of 2D information into the proper perspective, by means of motion
tracking, really aids comprehension. Hancock and Carpendale [40] consider the
same problem for horizontal displays looking for non-intrusive interactive solu-
tions. Since a study by Wigdor et al.[105] has indicated that angle of viewing
affects readability of certain visual variables; this issue will be an important one
for collaborative information visualizations. This research on how view-angle
distortion affects perception in a single and multi-display environment suggests
that certain types of representations may need to be modified in order to be used
on a digital tabletop display and that information visualizations should not be
compared across multiple display orientations. However, as visual variables were
tested in isolation (e. g. length, direction, only) further evaluations have to be
conducted to see whether participants will correct for possible distortion if the
variables are presented in conjunction with others or whether view correction
[66,40] might compensate.

Visualizations that can be read from multiple angles and orientations (e. g.
circular tree layouts vs. top-down layouts) might be more appropriate for display
on a horizontal surface. However, it is not clear whether participants would try to
read oriented visualizations upside down and make wrong conclusions based on
these readings or whether they would simply re-orient the visualization to correct
the lay-out. Observations of collaborative information visualization scenarios
point in the latter direction [68].

Gutwin and Greenberg [39] discuss issues about viewing a representation in
relation to distributed scenarios. However, parallels can be drawn to co-located
scenarios in which collaborators work with multiple linked copies of the same
representation of a dataset. These essentially represent multiple movable “split
viewports” [39]. The suggested solutions for distributed settings include radar
views, overview+detail solutions, and cursor eye-view. Whether the benefit of
these solutions in a co-located setting outweighs the possible distractions they
might create, however, would have to be evaluated. Further guidelines for using
multiple views in information visualization can be found in [5] and provide a
starting point for tailoring multiple views for collaborative visualization.

Issues of view may develop in collaborative information visualization settings
if collaborators want to switch from loosely-coupled to closely-coupled workstyles
[90] and share discoveries they have made with the other group members. If one
collaborator worked with different view of the dataset it might be difficult to
locate the information in the other persons’ view. Another important factor to
consider when developing a collaborative viewing strategy is the establishment
of territories [81] for personal, group and storage purposes that is suggested as
beneficial for group coordination (see “Coordination” above),

A study by Yost and North [109] compared the ability of visualizations to
display large amounts of data normalized across either a small or a large high-
resolution vertical display. Their study showed that the visualizations used were
perceptually scalable but that people preferred different visualizations on the
large vs. small display, as some were found to be easier to read than others de-
pending on the screen size. How these preferences would change for collaborative
work would have to be evaluated.
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Interaction Issues: Most interaction issues deal with interaction with repre-
sentations, presentations and views, thus discussing them here would overlap
with points raised under these headings. However, there are some more general
interaction issues. When people are co-located, they are in the situation in which
people naturally collaborate, the situation in which people have collaborated for
centuries. When face-to-face, people naturally know how to collaborate and are
so used to picking up subtle cues from each other that they may do this without
even being conscious of the precise details of the underlying coordination and
communication practices that are in play. As the developers of co-located collab-
orative information visualizations, our task is to facilitate information access and
exploration without interfering with the social protocols that make collaboration
effective. However, to do this we have to understand what these social collabo-
ration practices are and specifically if there are any differences when people are
collaborating using visual information. Some factors are:

Interactive Response Rates: Information visualization has always had a lot of
requirements in that it deals with extremely large and complex data sets and
in that it can have considerable graphics requirements for these complex rep-
resentations. Adding larger screens, more screens, higher pixel counts, multiple
simultaneous inputs, and possibly multiple representations will increase compu-
tational load adding more requirements to the challenge of maintaining good
interactive rates. Thus implementations of collaborative information visualiza-
tions will have to be carefully designed for efficiency. While continued hardware
advances will mitigate this to some extent, it will be important to address issues
in both efficient data processing and fast graphic rendering.

Interaction History: A history task has been defined as a task that involves
keeping a history of actions to support undo, replay, and progressive refinement
[85]. In a collaborative scenario keeping such a history can have other benefits.
If a visualization tracks and reveals which data items have been visited and by
whom this information could be valuable for collaborators helping them under-
stand their team members’ actions, find unexplored parts of a visualization or to
confirm discoveries made by others. A visualized interaction history may support
collaboration by promoting mutual understanding of team members involvement
in the task [24] and may help keep group members aware of each others actions
as people shift from individual to shared views of the data [39]. An exploration
history can be useful in such activities as validating work done, in explaining a
discovery process to other team members, and in supporting discussions about
data explorations.

Information Access: Exactly how to handle information access is an important
collaboration issue. The main themes in the research discussion thus far have
been motivated by social protocol issues and data centric concerns. While these
have not been seen as mutually exclusive they are quite distinct ideas. The so-
cial protocol theme has made considerable use of observational studies to better
understand exactly what are the social protocols and how do they impact col-
laboration. These understandings are then used as a basis for software design.
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The data centric approach discusses factors such as who has (or does not have)
rights to which parts of the data?, who can change the scale, zoom, or rotation
settings for a shared view of the data? And how does a data item get passed
between team members (hand-off). Restriction has been suggested as a means to
stop certain members from making unsuspected global changes to the data that
might change other members’ view of the same data [75]. Similar issues pertain-
ing to workspace awareness (individual vs. shared views), artefact manipulation
(who can make which changes), and view representation have been raised [39].
Is a single shared representation adequate? Should a system allow for multiple
representations? Should the exploration on multiple representations of the same
dataset be linked or be completely independent?

Fluid Interaction: The fluidity of interactions in a shared workspace influences
how much collaborators can focus on their task rather than on the manipulation
of interface items [82]. This implies that in a collaborative information analysis
scenario, parameter changes to the presentation or representation of a dataset
should require manipulation of as few interface widgets (menus, slider, etc.) as
possible and little or no changes of input modalities (mouse, keyboard, pen,
etc.). A study on collaborative information visualization systems has similarly
reported that groups worked more effectively with a system in which the required
interactions were easier to understand [61]. This poses a challenge to information
visualization tool designers as typically a high number of parameters are required
in visualization systems to adapt to the variability in dataset complexity, size,
and user tasks.

4 Collaborative Visualization on the Web

Visual analysis is rarely a solitary activity. A business analyst may notice an
unexpected trend in a chart of sales figures – but then she’s likely to confer with
a colleague, who may share the chart with a manager, who later might present
it to executives. Such scenarios of collaboration and presentation across both
time and space are common in business and scientific visualization. Just as a
good visualization takes advantage of the power of the human visual system,
it can also exploit our natural social abilities. Accordingly, designers of visu-
alization systems should consider not only the space of visual encodings, but
mechanisms for sharing and collaboration. At minimum, systems should enable
people to communicate about what they see so they can point out discoveries,
share knowledge, and discuss hypotheses.

The social aspects of visualization have taken on new importance with the
rise of the Web. While collaboration in small groups remains ubiquitous, it is
now also possible for thousands of people to analyze and discuss visualizations
together. These scenarios are driven by the fact that users can interact remotely
from anywhere on the globe and access the system at different times. Parti-
tioning work across time and space holds the potential for greater scalability
of group-oriented analysis. For example, one decision making study found that
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asynchronous collaboration resulted in higher-quality outcomes – broader dis-
cussions, more complete reports, and longer solutions – than face-to-face collab-
oration [6].

Web-based collaboration around visualizations introduces new challenges for
research, as most work on collaborative visualization has been done in the context
of synchronous scenarios: users interacting at the same time to analyze scientific
results or discuss the state of a battlefield. As described in the previous section,
co-located collaboration usually involves shared displays, including large wall-
sized screens and table-top devices (e. g., [28,31]). Systems supporting remote
collaboration have primarily focused on synchronous interaction [3,14]), such
as shared virtual workspaces (e. g., [1,24]) and augmented reality systems that
enable multiple users to interact concurrently with visualized data (e. g., [25,9]).
In addition, the increasing availability of table-top and large public displays has
prompted researchers to experiment with asynchronous, co-located visualization
(same place, different time), often in the form of ambient information displays
(e. g., [21]).

In this section, we instead focus on the kind of collaboration that is most
common over the Web: remote collaboration across time and space. Our goal
is to summarize the work done to date and indicate promising research direc-
tions. We first review recent web-based systems supporting social data analysis
around visualizations, highlighting the collaborative features provided by these
systems and how they have been used in practice. We then discuss a number of
outstanding challenges for asynchronous collaborative visualization and identify
avenues for future research.

4.1 Web-Based Collaborative Visualization Systems

Though web-based collaboration around visualizations is still in its infancy, a
handful of commercial and research systems in this area have recently been
introduced. Here we discuss contemporary visualization systems that support
asynchronous collaborative analysis (shown in Fig. 2), documenting the collab-
orative features supported by these tools and initial reports of their usage.

DecisionSite Posters: Adding Collaboration to a Single-User Tool: De-
cisionSite Posters is a feature of the Spotfire product sold by TIBCO, Inc.
Users of Spotfire’s desktop-based visualization system can capture snapshots
of their analyses and publish them on an intranet as “posters.” View sharing
is supported, as each poster has a unique URL than can be easily distributed.
Each poster also sup-ports unthreaded text comments on a side panel. However,
posters do not allow annotations, limiting the ability of collaborators to point
at specific trends or outliers.

As described in [96], the communication capabilities in DecisionSite Posters
have been used in an unexpected way. Instead of engaging in complex conversa-
tions by using the comment panel, as envisioned by the system’s designers, users
have largely used the tool for presenting their findings to colleagues. The ability
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Fig. 2. Asynchronous Collaborative Visualization Systems. Clockwise from top-left:
Spotfire DecisionSite Posters, Wikimapia, Swivel, sense.us, and Many Eyes.

to create comments with pointers into the visualization provides an easy way to
choreograph a step-by-step presentation.

Swivel: Sharing Data on the Web: Swivel.com is a web site that supports
sharing and discussion around data. The service appears to be modeled on sites
such as YouTube that support sharing of other media. In keeping with this
model, Swivel allows users to upload data sets and talk about them in attached
discussion forums. In addition, the site automatically generates graphs by com-
bining columns from uploaded data sets into bar charts, pie charts, and scatter
plots. Pointing behavior on the site appears limited.

Although the graphs on Swivel are not interactive, the site provides an exam-
ple of social data analysis in action, in particular the importance of collaborative
publishing and sharing of visualizations. While there do not seem to be many
extensive conversations in Swivel’s discussion area there has been significant use
of Swivel’s graphs among bloggers to discuss statistics. In other words, it appears
that the ability to publish graphs for use in other contexts is most valuable to
Swivel’s users.

Wikimapia: Collaborative Geographic Annotation: Wikimapia.org is a
web site enabling collective annotation of geographic satellite imagery, and is
representative of similar efforts such as Google Earth and mash-ups created with
web APIs to mapping services. The site provides a zoomable browser of satellite
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photos across the globe, along with the ability to select geographic regions for
annotation with names and additional data (Fig. 2). View sharing is supported
through automatically updating URLs. As the view is panned or zoomed, the
current URL updates dynamically to reflect the current zoom level and latitude
and longitude values. Pointing is supported through annotations. Users can draw
rectangular and polygonal annotations, which scale appropriately as the map is
zoomed. To avoid clutter, annotations are filtered as the view is zoomed; the
viewer does not see annotations that are too small to be legible or so large they
engulf the entire display, improving the scalability of the system.

Wikimapia supports conversation using an embedded discussion technique.
Each annotation is a link to editable text. Descriptive text about a geographic
region can then be edited by anyone, similar to articles on Wikipedia. Discussion
also occurs through voting. When annotations are new, users can vote on whether
they agree or disagree with the annotation. Annotations that are voted down
are removed from the system. For instance, the small town of Yelapa, Mexico
is located on an inlet in a bay near Puerto Vallarta. However, the bay has a
number of inlets very close together. As a result, multiple conflicting annotations
for Yelapa appeared. Through voting, the incorrect regions were discarded and
the correct annotation was preserved.

sense.us: Social Data Analysis of U.S. Census Data: Sense.us is a proto-
type web application for social visual data analysis [46]. The site provides inter-
active visualizations of 150 years of United States census data, including stacked
timelines, choropleth maps, and population pyramids. With a URL-based book-
marking mechanism, it supports collaboration through doubly-linked discussion,
graphical annotations, bookmark trails, and searchable comment listings.

Discussion occurs via a doubly-linked conversation model. Searchable com-
ment listings provide links back into the visualization, while navigating in a visu-
alization automatically causes related comments to be retrieved for the current
view. By tying commentary directly to specific view states, comments become
less ambiguous, enabling remarks such as “that spike” or “on the left” to be more
easily understood. Pointing occurs through freeform graphical annotations and
view sharing is facilitated by URLs that automatically update as users navigate
the visualizations. Sense.us also allows users to collect view links in a “bookmark
trail” of view thumbnails. Users can then drag-and-drop view thumbnails from
the trail into a comment text field, thereby adding a hyperlink to the saved view
within the comment. In this way, users can provide pointers to related views and
create tours through the data.

Studies of the sense.us system revealed interesting patterns of social data
analysis. Users would make observations about the data, often coupled with
questions and hypotheses about the data. These comments often attracted fur-
ther discussion. For example, within a visualization of the U.S. labor force over
time, a spike and then decline in the number of dentists prompted discussion
ranging from the fluoridation of water to stratification within the dentistry pro-
fession, with a rise in the number of hygienists corresponding to the decline of
dentists. There was also an interesting interaction between data analysis and



Creation and Collaboration 119

social activity. Users who tired of exploring visualizations turned their focus to
the comment listings. Reading others’ comments sparked new questions that led
users back into the visualization, stimulating further analysis. The sense.us pro-
totype was initially available on a corporate intranet which provided employees
with blogs and a social bookmarking service. Users of sense.us found ways to
publish their findings, typically by taking screenshots and then placing them on
blogs or the bookmarking service with application bookmarks. These published
visualizations drew additional traffic to the site.

Many Eyes: Web-Based Visualization and Publishing: Many-Eyes.com
[97] is web-based service that combines public data sharing with interactive
visualizations. Like social data analysis sites such as Swivel, site members can
upload data sets and comment on them. Unlike Swivel, however, Many Eyes
offers a palette of interactive visualization techniques – ranging from bar charts
to treemaps to tag clouds – that visitors may apply to any data set. Users may
post comments on the visualizations, including bookmarks for particular states.

The pointing and discussion capabilities of Many Eyes are used in a variety
of ways. The site contains some lengthy conversations around visualizations,
although the great majority of visualizations have no comments. One class of
visualizations, however, did lead to lengthy onsite discussions: visualizations that
sidestepped sober analysis and were instead playful or comical. One person, for
example, initiated a game based on a visualization of Shakespearean poetry in
which he used the highlighting mechanisms to pick out alphabetically ordered
words to make pseudo-Elizabethan epithets. These games frequently attracted
many “players.”

The Many Eyes site also can be viewed as a publishing platform, since the
visualizations that users create are publicly visible and may be linked to from
other web pages. Many bloggers have taken advantage of this, and perhaps as
a result the deepest analyses of Many Eyes visualizations have occurred as part
of blog entries that reference the site. In one example, a blog at the Sunlight
Foundation (a political reform organization) published a Many Eyes tag cloud
to analyze messages between the U.S. Congress and the U.S. Department of
Defense. The blog entry framed the results as a funny-but-sad surprise: the
most common phrases had nothing to do with current pressing issues, but rather
requests for congressional travel. In another case, a user created a visualization
of the “social network” of the New Testament. Not only was this visualization
linked to from more than 100 blog entries, but another user went to the trouble
of recording a YouTube video of himself interacting with the visualization and
narrating what he learned. These phenomena again underscore the importance
of publishing mechanisms for collaborative visualization.

Summary: The previous examples of web-based collaborative visualization
present a number of common design decisions, but also some important dif-
ferences. All systems support view sharing through URL bookmarks and enable
discussion through text comments. Furthermore, usage examples from these sys-
tems suggest that users derive great value from being able to share and embed
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visualizations in external media such as blogs. One salient difference between
systems is the varied forms of pointing within visualizations: selecting individ-
ual items in Many-Eyes, creating polygonal geographic regions in Wikimapia,
and drawing freeform graphics in sense.us. Another difference is the way com-
mentary is attached to visualization views. Spotfire Decision Site Posters, Swivel,
and Many Eyes all support blog-style unthreaded comments for individual visu-
alizations. In contrast, Wikimapia supports commentary attached to geographic
annotations, while sense.us provides threaded comments tied to specific states
of the visualization and retrieved dynamically during exploration.

4.2 Research Issues in Web-Based Collaborative Visualization

As described in the previous section, developers of collaborative visualization
systems face design decisions of how to support discussion, annotation, and in-
tegration with external services. Future research in asynchronous collaborative
visualization needs to provide guidance through this design space, as well as
develop novel techniques for better facilitating collaborative analysis. In this
section, we identify five areas in which we expect additional research to make
important contributions to improving the state-of-the-art: the structure and in-
tegration of collaborative contributions; engagement and incentives; coordina-
tion and awareness; pointing and reference; and presentation, dissemination,
and story-telling.

Structuring and Integrating Contributions: A fundamental aspect of suc-
cessful collaboration is an effective division of labor among participants. This
involves both the segmentation of effort into proper units of work and the al-
location of individuals to tasks in a manner that best matches their skills and
disposition. Primary concerns are how to split work among multiple participants
and meaningfully aggregate the results.

Drawing on examples such as online discussions, open source software, and
Wikipedia, Benkler [7] introduces the concepts of modularity, granularity, and
cost of integration in the peer production of information goods. Modularity refers
to how work is segmented into individual units of contribution, while granularity
refers to the scope of these units and how much effort they require. For exam-
ple, in online scenarios where incentives tend to be small and non-monetary, a
small granularity may encourage people to participate in part due to the ease
of contributing. The cost of integration refers to the effort required to usefully
synthesize contributions into a greater whole. Collaborative work will only be
effective if the cost of integration is low enough to warrant the overhead of mod-
ularization while enforcing adequate quality control. There are a number of mu-
tually inclusive approaches to handling integration: automation (automatically
integrating work through technological means), peer production (casting inte-
gration as an additional collaborative task given to trusted participants), social
norms (using social pressures to reduce vandalistic behavior), and hierarchical
control (exercising explicit moderation).
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Collaborative visualization can similarly be viewed as a process of peer pro-
duction of information goods. Stages in this process include uploading data sets,
creating visualizations, and conducting analysis. To support this process, it is
important to identify the specific forms of contribution (modules) that users
might make and how to integrate these contributions. Existing frameworks for
aiding this task include structural models of visualization design and sensemak-
ing processes [17]. As shown in Fig. 3, each of these models suggests tasks that
contribute to collaborative analysis, including data cleaning, moderation, visual-
ization specification, sharing observations, positing hypotheses, and marshaling
evidence. These concerns are given further treatment in [43].

Once modules have been identified, one can then attempt designs which re-
duce the cost structure of these tasks. Consider the issue of scale. Most of the
examples in the previous section use sequential text comments to conduct ana-
lytic discussion. However, it is unclear how well this form of communication will
scale to massive audiences. An open research problem is the creation of new forms
of managed conversation that have a lower cost of integration, enabling people to
understand and contribute to analysis without having to wade through hundreds
of individual comments. For example, Wikipedia relies on human editing coupled
with a revision management system to integrate and moderate contributions. Al-
ternatively, systems with highly structured input such as NASA ClickWorkers
[7] or von Ahn’s (2006) “games with a purpose” [98] rely on purely automated
techniques. Some middle ground between these approaches should be possible
for collaborative analysis, such as argumentation systems that model hypothe-
ses and evidence as first class objects. One example of such a system is CACHE
[11], which maintains a matrix of hypotheses and evidence, with collaborators
providing numerical measures of the reliability of evidence and the degree to
which evidence confirms or disconfirms the hypotheses. These scores can then
be averaged to form a group assessment. Other possibilities include augment-
ing graphical workspaces such as the Analysis Sandbox [107] with collaborative
authoring features or automatic merging of representations (c.f., [13]).

Engagement and Incentives: If collaborators are professionals working
within a particular context (e. g., financial analysts or research scientists) there
may be existing incentives, both financial and professional, for conducting col-
laborative work. In a public goods scenario, incentives such as social visibility or
sense of contribution may be motivating factors. Incorporating incentives into
the design process of collaborative visualization systems may increase the level
of user contributions, and could even provide additional motivation in situations
that already have well established incentive systems.

Benkler posits an incentive structure for collaborative work consisting of mon-
etary, hedonic, and social-psychological incentives [7]. Monetary incentives refer
to material compensation such as a salary or cash reward. Hedonic incentives
refer to well-being or engagement experienced intrinsically in the work. Social-
psychological incentives involve perceived benefits such as increased status or
social capital.
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(a) Collaborative activity might be introduced at any
phase of the information visualization pipeline.

(b) The sensemaking model in
[17] can be applied to identify
potential mechanisms for col-
laborative analysis (e. g., [43])

Fig. 3. Models of the Visualization Process.

Observations of social use of visualization have noted that visualization users
are attracted to data which they find personally relevant [45,96,100]. For ex-
ample, in collaborative visual analysis of the occupations of American workers
[46]), users often search for their own profession and those of their friends and
family, similar to how people search for names in the popular NameVoyager vi-
sualization [100]. The hypothesis is that by selecting data sets or designing their
presentation such that the data is seen as personally relevant, usage rates will
rise due to increased hedonic incentive. For example, geographic visualizations
may facilitate navigation to personally relevant locations through typing in zip
codes or city names, while a visualization of the United States’ budget might
communicate how a specific user’s taxes were allocated rather than only listing
total dollar amounts.

In the case of social-psychological incentives, the visibility of contributions
can be manipulated for social effects. Ling et al [56] found that users contributed
more if reminded of the uniqueness of their contribution or if given specific chal-
lenges, but not under other theoretically-motivated conditions. Cheshire [22] de-
scribes a controlled experiment finding that, even in small doses, positive social
feedback on a contribution greatly increases contributions. He also found that
visibility of high levels of cooperative behavior across the community increases
contributions in the short term, but has only moderate impact in the long term.
These studies suggest that social-psychological incentives can improve contribu-
tion rates, but that the forms of social visibility applied have varying returns.
One such incentive for visual analysis is to prominently display new discover-
ies or successful responses to open questions. Mechanisms for positive feedback,
such as voting for interesting comments, might also foster more contributions.

Finally, it is worth considering game play as an additional framework for
increasing incentives. In contrast to environments such as spreadsheets, many
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visualizations already enjoy game-like properties, being highly visual, highly in-
teractive, and often animated. Heer [42] discusses various examples in which
playful activity contributes to analysis, applying insights from an existing the-
ory of playful behavior [16] that analyzes the competitive, visceral, and teamwork
building aspects of play. For example, scoring mechanisms could be applied to
create competitive social-psychological incentives. Game design might also be
used to allocate attention, for example, by creating a team-oriented “scavenger
hunt” analysis game focused on a particular subject matter. Salen and Zim-
merman [78] provide a thorough resource for the further study of game design
concepts.

Coordination and Awareness: An important aspect of collaborative action
is awareness of others’ activities, allowing collaborators to gauge what work has
been done and where to allocate effort next [29,19]. Within asynchronous con-
texts, participants require awareness of the timing and content of past actions.
This suggests that designs should include both history and notification mecha-
nisms (e. g. [15]) for following actions performed on a given artifact or by specific
individuals or groups. Browseable histories of past action are one viable mech-
anism, as are subscription and notification technologies such as RSS (Really
Simple Syndication).

User activity can also be aggregated and abstracted to provide additional
forms of awareness. Social navigation [30] involves the use of activity traces to
provide additional navigation options, allowing users to purposefully navigate
to past states of high interest or explore less-visited regions (the “anti-social
navigation” of Wattenberg & Kriss [100]). For example, navigation cues may be
added to links to views with low visitation rates or to action items such as unan-
swered questions and unassessed hypotheses. One recent study [106] provides
evidence that social navigation cues can simultaneously promote revisitation of
popular or controversial views while also leading to a higher rate of unique dis-
coveries. Future research is needed to further develop and evaluate other forms
of awareness cues for supporting collaborative analysis.

Pointing and Reference: When collaborating around visual media, it is com-
mon for one to refer to visible objects, groups, or regions [26,12]. Such references
may be general (“north by northwest”), definite (named entities), detailed (de-
scribed by attributes, such as the “blue ball”), or deictic (pointing to an object
and saying “that one”). Hill and Hollan [47] discuss the various roles that deictic
pointing gestures can play, often communicating intents more complicated than
simply “look here”. For example, different hand gestures can communicate angle
(oriented flat hand), intervals (thumb and index finger in “C” shape), groupings
(lasso’ing a region), and forces (accelerating fist). While other forms of reference
are often most easily achieved through speech or written text, deictic reference
in particular offers important interface design challenges for collaborative visu-
alization. Nuanced pointing behaviors can improve collaboration by making it
easier to establish the object of conversation. Hill and Hollan argue for “gener-
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ally applicable techniques that realize complex pointing intentions” by engaging
“pre-attentive vision in the service of cognitive tasks.”

A standard way to point in a visualization is brushing: selecting and high-
lighting a subset of the data. Naturally, these selections should be sharable as
part of the state of the visualization. In addition, a palette of visual effects richer
than simple highlighting can let users communicate different intents. For exam-
ple, following time-varying values of selected items in a scatter plot is easier
when the selected items leave trails as they move over time. The selected items
and their trails are even more salient if non-selected items are simultaneously
de-emphasized. Brushing-based forms of pointing have the advantage that the
pointing action is tied directly to the data, allowing the same pointing gesture
to be reapplied in different views of the same data. As “data-aware” annotations
are machine-readable, they can also be used to export subsets of data and help
steer automated data mining [108].

Freeform graphical annotations are a more expressive method of pointing in
visualizations. Drawing a circle around a cluster of items or pointing an arrow at
a peak in a graph can direct the attention of remote viewers; at the same time,
the angle of the arrow or shape of the hand-drawn circle may communicate emo-
tional cues or add emphasis. However, while such drawing and vector graphic
annotations allow a high degree of expression, they only apply to a single view
in the visualization, without any explicit tie to the underlying data. Freeform
annotations can persist over purely visual transformations such as panning and
zooming, but they are not data-aware and may become meaningless in the face
of data-oriented operations such as filtering or drill-down. A promising research
direction is hybrid approaches that combine aspects of both brushing and graph-
ical annotation. The resulting techniques could create graphical annotations that
are tied to data points so that they can be reapplied in other views of the data.

Presentation, Dissemination, and Story-Telling: Common forms of infor-
mation exchange in group sensemaking are reports and presentations. Narrative
presentation of an analysis “story” is a natural and often effective way to commu-
nicate findings, and has been observed as a primary use of Decision Site Posters.
Furthermore, usage of Swivel, sense.us, and Many Eyes leverages external me-
dia such as blogs and social bookmarking services as additional communication
channels in which to share and discuss findings from visualizations. The challenge
to collaborative visualization is to provide mechanisms to aid the creation and
distribution of presentations. For example, sense.us [46] allows users to construct
and share trails of related views to create tours spanning multiple visualizations
and the GeoTime Stories [32] system supports textual story-telling with hyper-
links to visualization states and annotations. However, neither system yet allows
these stories to be exported outside the respective applications. In future work,
such mechanisms could be improved with support to build presentations semi-
automatically using interaction histories, export such presentations into external
media, and apply previously discussed pointing techniques. A related issue is to
enable follow-up analysis and verification for parts of the analysis story, enabling
presentations to serve as a catalyst for additional investigation.
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4.3 Summary

In this section, we introduce an emerging use of interactive visualization: collab-
orative visual analysis across space and time. The Web has opened up new possi-
bilities for large-scale collaboration around visualizations and holds the potential
for improved analysis and dissemination of complex data sets. A new class of
systems explores these possibilities, enabling web-based data access, exploration,
view sharing, and discussion around both static and interactive visualizations.
Already, these systems exhibit the promise of web-based collaboration, provid-
ing examples of collective data analysis in which group members combine their
knowledge to make sense of observed data trends and disseminate their findings.

Still, many research questions remain on how to structure collaboration. For
example, how can we move beyond simple textual comments to better scale and
integrate diverse contributions? Interested readers may wish to consult [96,46,43]
for further discussions on this topic. As described in section 2, another open
question is how to design for particular audiences. Different scenarios – includ-
ing scientific collaboration, business intelligence, and public data consumption –
involve different skill sets, scales of collaboration, and standards of quality. Going
forward, case studies in these scenarios are crucial to better tailoring visualiza-
tion tools to such varied audiences. By enabling users to collectively explore
data, share views and findings, and debate competing hypotheses, the resulting
collaborative visual analysis systems hold the potential to improve the number
and quality of insights gained from our ever-increasing collections of data.

5 Conclusion

The adoption of visualization technologies by people from different walks of life
has important implications for visualization research and development. Visual-
ization construction tools are lowering barriers to entry, resulting in end-user
created visualizations of every kind of data set imaginable. Concurrently, new
technologies enabling collaborative use of visualizations in both physical and
online settings hold the potential to change the way we explore, analyze, and
communicate. In this paper, we have sought to identify these emerging trends
and provide preliminary design considerations for advancing the state-of-the-art
of visualization and visual analytic tools.

As a parting comment, we note that the release of visualization tools “into
the wild” will undoubtedly result in a plethora of unexpected developments.
Equipped with new creation and collaboration tools, users will almost certainly
re-appropriate these technologies for unexpected purposes. Already, use of sys-
tems like Many-Eyes has revealed new genres of data-oriented play and self-
expression that complement more traditional analytic activities.

As researchers, it is imperative that we interface with these developments
in a productive fashion. It is likely that visualization tools will not only be
used in unexpected ways, but in ways we actively dislike. As new audiences
are exposed to visualization technologies, “bad” or “chart junk” visualizations
will be generated. Furthermore, visualizations will be used to support actions
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or points of view we may find distasteful, and any communication medium that
is sufficiently powerful to inform may also be used to lie or misrepresent. We
as a community should not be so concerned with trying to control the medium
or prevent people from lying or creating bad visualizations. As audiences get
more comfortable communicating with visualizations, we optimistically expect
the quality of visualizations and nuance of interpretation to improve.

However, this proscription does not mean that researchers should idly sit on
their hands. Rather, there will be an expanded role for visualization experts to
play. Issues of data provenance, cleaning, and integrity will force the research
community to focus on the visualization pipeline in a more holistic manner.
Supporting data at varied levels of structure will become increasingly necessary.
New genres of visualization use may require new designs and new systems to
support emerging practices, and the design of visual exploration tools that both
empower and educate will take on new importance. Consequently, the entrance
of visualization technologies into the mainstream offers a new horizon of research
opportunities.
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