RESEARCH

(Krishnaiyan Thulasiraman)

Research has been organized into twelve sections under the following categories:

- Network Analytics/Science and Engineering
- Fault Tolerance in Networks and Systems
- Marked Graphs and Parallel and Distributed Computations on Graphs and Networks
- VLSI
- Graph Theory

NETWORK ANALYTICS/ SCIENCE AND ENGINEERING

I. Algebraic Theory of Resistive Networks: Bridging Electrical Circuit Theory and Modern Advances in Network Science/Engineering

A resistive network is a weighted graph in which each edge is a resistance element with its weight equal to its resistance or conductance value. A multiport resistive network is characterized by the relationships between the voltages and currents as seen across the pairs of terminals of the network called ports. Two common characterizations n-port networks are the short-circuit conductance matrix $Y$ and the open-circuit resistance matrix $Z$ that relate the port current vector $I$ and the port voltage vector $V$ as $I= YV$ and $V=ZI$, respectively. Given $Y$ or $Z$ the multiport resistive network synthesis problem is to design a resistive network which has $Y$ or $Z$ as its characterizing matrix. This problem received considerable attention in the circuit theory literature in the 1960’s and 1970’s because this was considered as the first step towards the design of general multiport networks that contain inductances and capacitances in addition to resistances. A significant body of knowledge on this problem is now available in the literature. Though both resistive network theory and network flow theory were both developed in parallel by two research communities (Electrical Engineering and Operations Research) there was not much interest in resistive networks beyond 1980 because of the lack of immediate applications. There was a dramatic turn of events when about a decade ago Professor Doyle at Caltech wrote a book connecting random walks in communication networks and current flows in resistive networks. This modelling power of resistive networks triggered a renewed interest in this area because of its applications in communication networks, social networks and power networks.

As outlined later below, the foundation of most of the modern applications of resistive network theory may be found in the results developed by Professor Thulasiraman and his team during 1965-1980.

In the multiport network synthesis area there were two directions of research…. networks in which the ports form a connected structure (a tree) and those in which the port structure is not connected. When Professor Thulasiraman started his research career in 1965, the synthesis problem was settled with groundbreaking contributions by legendary circuits and systems theorists, to name a few, Professors Guillemin (MIT), Israel Cederbaum (Teknion), Masao Iri (Univ. Of Tokyo), Robert Newcomb (Maryland), Frank Boesch (Bell Labs.), Biorci and Civalleri (Italy) etc. The difficult problem of synthesis when the port structure is not connected remained largely unexplored and provided Professor Thulasiraman rich opportunities for contributions. Professor KT’s first result was a comment [1.1] in which he pointed out a flaw in Cedrbaum’s network equivalence theory and provided a remedy to fix this flaw. This led him and his team of students and co-workers to publish a series of papers culminating in a theory and algorithmic framework for the multiport resistive network synthesis problem.

Professor KT’s major contributions are:[1.1] – [1.28] introduction of the concepts of modified cutset matrix and modified circuit matrix; introduction of the concept of the potential factor matrix; an equivalence theory based on these matrices; a general theoretical framework for the multiport resistive network synthesis problem; introduction of the concepts of parallel and pseudo series combinations formalizing these ideas presented earlier by Guillemin;
synthesis procedures for several classes of Y matrices and generation of equivalent n-port networks; synthesis of networks having specified sensitivity coefficients based on Director and Rohrer’s adjoint technique for sensitivity computation.

As pointed below, all these contributions have significant impact on advances in the modern area of network science/engineering.

1.1 Congestion control under random walk routing in communication networks

Routing is the most fundamental aspect of communication and transportation networks. Given a weighted network, a random walk routing starts at a node and follows links determined by a probabilistic measure based on the weights of the links incident at each node encountered in the walk. It has been shown by Doyle and others that the congestion (total number of links traversed) by a random walk from a node a to a node b is proportional to the resistance distance (same as input resistance) between these nodes in a resistance network which has the same topology as the given communication network and the weights of the links are the same as the conductance’s of the links. The congestion control problem is to determine the link weights (conductances) that achieve a desired level of congestion under a random walk routing between two nodes. The equivalence theory and formulations developed in [1.10] which is considered as a pioneering work (see the Appendix on Awards and Recognitions) contain all the information needed to design link weights to achieve the required level of congestion in a random walk routing. This is a remarkable result which would not have been possible but for the works of Professor KT.

1.2 Flow Preserving Power Equivalents for Market Analysis

Modern power systems are very large electrical networks. Analysis of such networks is computationally very expensive. To mitigate the complexity of analyzing these networks, simpler networks preserving certain properties of the original network is desired. In power market analysis simpler equivalent networks in which power flows along a given set of transmission lines are the same as those in the original network under a given set of operating conditions. Recently Professor Thulasiraman has developed a theory to determine such equivalents which generalizes the currently available approaches. In a preliminary version of this work he introduced [1.29] the concept of average electrical distance between a bus and a transmission line, and combined it with a clustering procedure to determine a flow preserving equivalent network. In subsequent works under preparation he has developed a generalized theory of flow preserving equivalents that are also robust to varying operating conditions.

1.3 Vulnerability Assessment of Power Grids against Cascading Failures

In [1.30] Professor KT has shown how the concept of resistance distance can be used to develop what are called the betweenness measures of links and nodes for vulnerability assessment of large power networks against cascading failures. Note that betweenness measures of links and nodes are concepts introduced in the context of social network analysis and refer to their importance in the broadcast of information between nodes.

1.4 Algebraic Graph Theory, Electrical Circuit Theory and Social Network analysis

Algebraic graph theory refers to the study of structural properties of graphs using linear algebraic concepts such as circuit, cutset, Laplacian and adjacency matrices of a graph and their determinants, cofactors and eigenvalues. In social network analysis, the concept of Laplacian matrix plays a central role. Interestingly, the Laplacian matrix is the same as the Y matrix (also same as the node to datum conductance matrix of a multi-port resistance network). Also, the concept of Kirchhoff index introduced by the molecular chemistry community is relevant for social network analysis because it is the sum of resistance distances between all pairs of nodes in a graph and captures the impact of all paths between pairs of nodes. In view of these connections, all the results on resistance networks developed by Professor KT and discussed in this section are relevant to social network analysis.

In [1.31] Professor KT has discussed a number of new results generalizing the concept of the Laplacian matrix and how these results could be used to develop formulas for Kirchhoff Index. Professor KT has also discussed in this paper various applications of his works for social network analysis such as the problem of detecting the presence
of communities in social networks and how these problems can be solved using his findings in [1.10]. Applications of Kirchhoff Index in communication networks are given in [1.32] and [1.33].

In 1949 and 1962 Ronald M. Foster, the legendary circuit theorist, presented two theorems which contain invariants involving resistance distances between all pairs of nodes of a graph. After about five decades these results have been found useful by the computer science community for the computational complexity analysis of online algorithms. Several mathematicians have attempted to find a generalized version of Foster’s theorems, but failed. In [1.31] Professor KT has given a generalization using the concept of Kroon’s reduction. In an earlier work [1.34] he gave a graph theoretic proof of Foster’s original theorem.

1.5 Sensitivity Invariants for Linear and Nonlinear Circuits: Similar to Foster’s results on network invariants, Professor KT presented in [1.35-1.39] several invariant results for linear and nonlinear electrical circuits. These results are purely graph theoretic and are based on Tellegen’s theorem.

The applications of resistance network theory discussed above are all with respect to network science/engineering. There are several other areas (outside of electrical engineering) such as biostatistics and combinatorial designs in coding theory where these results are found useful.
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Rapid advances in semiconductor technology have led to the fabrication of large scale circuits and systems whose components are prone to failures. This motivated the study of fault tolerance of networks and systems. Most of the research in this area has focused on the impact of the topology on the fault tolerance of networks and systems. Research in this area has focused on the following issues:

- Testing if a system is faulty.
- Diagnosis/location of faulty components.
- Diagnosability (ability) of a system to be diagnosed under a given fault model.

Professor KT has made extensive contributions to all the above aspects in a variety of applications as discussed below.

II. System level Diagnosis: Diagnosis and Diagnosability of Multiprocessor Systems

The area of system level diagnosis was pioneered by Preparata, Metze and Chien (PMC) of the University of Illinois in early 1960s. Given a multi-processor system in which some of the processors could be faulty. To diagnose/locate the faulty processors, each processor is allowed to test a subset of the processors. Note that the subset of processors tested by a processor is yet to be determined. If a processor $i$ tests a processor $j$ and finds it is faulty then the test
outcome is designated as 1; otherwise the test outcome is 0. Note that the test outcome of a faulty processor is not reliable. In other words, a faulty processor may test a faulty processor as fault-free. Each test by a processor \( i \) on a processor \( j \) is denoted by a link \((i, j)\) directed from \( i \) to \( j \). The collection of all test links forms the test graph (also called the system graph) which is a directed graph. The model presented above is called the PMC model.

A system is \( t \)-diagnosable under the PMC model if all the faulty processors can be uniquely diagnosed if there are at most \( t \) faulty processors in the system. The following questions arise:

- Given \( t \), determine if a system is \( t \)-diagnosable.
- Diagnose all the faulty processors in a \( t \)-diagnosable system.
- Determine the maximum value of \( t \) for which a system is \( t \)-diagnosable. This number is called the diagnosability of the system.

Professor KT has made a number of pioneering contributions to the above problems and similar problems for fault models other than PMC model.

Unique diagnosis requirement imposed by a \( t \)-diagnosable system \( t \)-diagnosable system imposes severe constraints on its connectivity and so requires a large number of tests. To address this problem the concept of \( t/s \)-diagnosable system was introduced. A system is \( t/s \)-diagnosable if it is possible to locate a subset of \( s \) processors which include all faulty processors, assuming that there are at most \( t \) faulty processors. Professor KT has made two breakthrough contributions to theory of \( t/s \) diagnosable systems. These results extend those given earlier by Hakimi, Amin, Chwa, Dahburra and Mason for \( t \)-diagnosable systems. In [2.1] he provided an algorithm for \( t/s \) diagnosis which is polynomial in the number of processors for small values of \( s-t \). In [2.2] he provided a polynomial time algorithm for \( t/t+1 \) diagnosis. In another work [2.3] he defined a new class of systems called \( t/-1 \) diagnosable system that allows diagnosis of all but one faulty processor, with the remaining faulty processor located in a second step. Another related work is [2.4].

With the advent of large scale multiprocessor systems, parallel processing community was interested in using the interconnection network as the test graph. But popular interconnection networks such as the hypercube have low connectivity and so allow only a small number of processors to be faulty. This led Professor KT to introduce in [2.5] a fault model based on local fault constraints which restrict the number of faulty processors around a processor and show that hypercubes allow a large number of faulty processors to be identified under this new model. This pioneering research led researchers to introduce other models such as the conditional diagnosability model. Professor KT has also contributed to conditional diagnosable systems by establishing in [2.6] [2.7] the conditional diagnosability of hypercubes and its generalization called matching composition networks under both the PMC model and the comparison model.

The need to use the interconnection network itself as the test and to allow a large number of processor to be faulty led researchers to investigate two other different approaches:

- Probabilistic diagnosis.
- Distributed algorithms that can be implemented on the interconnection network itself.

There has been a great deal of interest in applying system level diagnosis theories in practical systems. Professor KT has made significant contributions to applications in network management and VLSI testing as noted below.

2.1. Probabilistic Diagnosis and VLSI Testing:

In [2.8] [2.9] Professor KT gave two probabilistic diagnosis algorithm for VLSI testing. In [2.8] he analyzed the algorithm under negative binomial distribution to account for clustering. He showed that this algorithm can diagnosis almost all faulty units when the faults are clustered and even when the yield is low. This is the first practical application of system level diagnosis and the only algorithm for diagnosing clustered faults.

2.2 Distributed Diagnosis for Distributed Network Management:
In [2.10] Professor KT has designed a multi-level adaptive distributed diagnosis algorithm and implemented that on a real telecommunication network for management of faults in a distributed manner using the SNMP protocol. This is the most versatile distributed algorithm reported in the literature and the first application of system diagnosis theory to the networking area. Another related work is in [2.11].
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III. Fault Tolerant Design and Analysis of Interconnection Networks

Interconnection network is the most important component of a parallel processing system connecting all the processors to facilitate communication. Graph parameters such as diameter, connectivity, and regularity capture the fault tolerance properties of the interconnection networks. In a series of papers [3.1-3.4] Professor KT extensively contributed to this area.
In [3.1] he gave a procedure to designing a graph with minimum number of vertices that has a specified diameter, connectivity and regularity. This work generalizes all the earlier on fault tolerant interconnection network design. In [3.2] he introduced the engineering notion of sensitivity in the design of fault tolerant networks through the concept of incremental diameter and incremental degree sequences. Using the results in this paper, a graph having a specified increase in diameter and specified maximum increase in diameter can be constructed. In [3.3] he proposed DCC linear functions which can generate highly connected regular graphs which are of significantly higher order than de Bruijn graphs.

Hypercube is the most popular and widely used interconnection network. Hypercube-like networks generalize hypercubes with more attractive properties from the point of view of fault tolerance. In his most recent work [3.4] Professor KT established several properties of hype-cube-like networks such as the existence of spanning paths when edge faults occur. Professor KT also discusses in this paper how these networks could serve as logical topologies in IP-over-WDM optical networks.

In related earlier works [3.5-3.6] Professor KT studied an extremal problem in graph theory involving independence number of a graph. He gave a constructive proof of Turan’s theorem by determining the maximum number of edges in a graph on \( n \) vertices with a given independence number. Turan’s theorem was the first result in extremal graph theory.

References:


IV. Survivability in Optical Communication Networks: Protection and Restoration in Optical Infrastructure and Logical Topology Survivability in IP-Over-WDM Optical Networks

Professor KT has extensive contributions to survivability problems that arise in the study of optical communication networks. In this area availability of disjoint trees and paths play a very critical role and Professor KT’s works address several issues and provided unifying schemes for these problems.

4.1. Protection and Restoration in Optical Infrastructure

In the context of survivable routing in optical communication networks Medard, Finn, Barry and Gallager presented a scheme (called MFBG scheme) to construct a pair of redundant directed spanning trees from a root node in such a fashion that the failure of any node or edge in the graph other than the root node leaves each vertex connected to the root by one of the directed trees, provided the network is 2-edge connected or 2-vertex connected. These trees are called red and blue trees. In [4.1] Professor KT presented a generalization of MFBG scheme called G-MFBG that
generates red and blue trees that cannot be generated by the MFBG scheme. Further he presented heuristics that
generate red and blue trees that have very good quality of service (QoS) and quality of protection (QoP) properties.
In [4.2] [4.3] he presented linear time algorithms to generate red and blue trees with high QoS and high QoP for
protection against single link failure, and another linear time algorithm for generating red and blue trees with high
high QoS for protection against a single node failure. Using simulations it has been shown that these schemes
outperform those available in the literature.

4.2 Disjoint Paths in Optical Infrastructure

Constructing disjoint paths is an important requirement in the protection and restoration of optical networks. In
[4.4] Professor KT presented an algorithm to establish a set of disjoint light paths on a tree topology using single
wavelength to maximize the total traffic supported by the chosen light paths. This algorithm has worst case
complexity of $O(n^3)$ where $n$ is the number of nodes in the network. In a related work [4.5] he gave a polynomial
time algorithm for constructing disjoint paths in a class of networks called minimum failure WDM Optical
Networks.

4.3 Logical Topology Survivability in IP-Over-WDM Optical Networks

An IP-Over-WDM optical network is a two-layer network with the physical topology $G_p$ representing the optical
network at the lower level and the logical topology $G_l$ representing the IP layer at the higher level. The logical
topology has the same vertex set as the physical topology. Each link $(i, j)$ in the topology is routed through a path
called light path from the node $i$ to node $j$ in the physical topology. Failure of a physical link may disconnect several
logical links. The survivable logical topology (SLTM) problem is to assign each logical link to a light path in the
physical topology such that the failure of a physical link does not disconnect the logical topology. It is assumed that
the logical topology is 2-connected. Assigning disjoint paths to the logical links will solve the problem. But finding
such paths in the physical topology is impossible to accomplish. Two directions of research have been pursued in the
literature: Structural approach and the mathematical programming approach.

4.3.1 Structural Approach: Circuits/Cut sets Duality and a Unified Algorithmic Framework

The SMART algorithmic framework proposed by Kurant and Thiran is based on repeated selection of a circuit in the
logical topology mapping the links in the circuit into disjoint light paths and contractions of the links in the circuit
until the entire logical topology shrinks to a single node. Circuits and cutsets are dual concepts. Similarly,
contraction of a link and deleting the link are dual concepts. This duality has been extensively used in the literature
to develop profound results in electrical circuit theory as well as discrete optimization on networks. In [4.6-4.8]
Professor KT has presented a unified theory and algorithmic framework for the SLTM problem. This resulted in
four algorithmic frameworks as special cases which include all the currently available schemes. Professor KT has
also analysed these schemes with respect to their ability to provide survivability against multiple physical link
failures. This work is the most profound application of duality theory outside of electrical circuit theory and
network flow theory. In [4.9] Professor KT has also given schemes to augment a logical topology with new edges
such that the new topology is guaranteed to admit a survivable mapping.

4.3.2 Mathematical Programming Formulations

The SLTM problem is known to be NP-complete. So all the algorithms developed for this problem are
approximation algorithms. So, mathematical programming formulations have been considered in the literature. In
[ 4.10-4.121 Professor KT has presented the most complete works on the mathematical programing formulations on
the SLTM problem. In [4.10] he introduced the concept of protection spanning trees and a formulation based on
these concepts. He has also provided a column generation approach for solving this mathematical programming
formulation. In [4.11, 4.12] he presented formulations to generate survivable routings satisfying different metrics.
He has also shown in [4.13] how protection spanning trees can be used to generate survivable mappings that survive
multiple physical link failures.

Professor KT has published several other works [4.14-4.19] that considered other issues related to the SLTM
problem. For example, he introduced and studied in [14.17-4.19] the concept of dominator sequences in bipartite
graphs that arises in the concept of the algorithmic approach discussed in section 4.3 the most complete and comprehensive work on this problem.
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Consider an undirected graph $G$ with vertex set $V$ and edge set $E$. A ball of radius $t \geq 1$ centered at a vertex $v$ is defined as the set of all vertices that are at distance $t$ or less from $v$. The vertex $v$ is said to cover itself and all the vertices in the ball with $v$ as the center. The identifying codes problem defined by Karpovsky et al. is to find a minimum set $D$ such that every vertex in $G$ belongs to a unique set of balls of radius $t \geq 1$ centered at the vertices in $D$. The set $D$ may be viewed as a code identifying the vertices and is called an identifying set.

Consider a communication network modeled as an undirected graph $G$. Each vertex in the graph represents a processor and each edge represents the communication link connecting the processors represented by the end vertices. Some of the processors could become faulty. To simplify the presentation let us assume that at most one processor could become faulty at any given time. Assume that a processor, when it becomes faulty, can trigger an alarm placed on an adjacent processor. We would like to place alarms on certain processors that will facilitate unique identification of the faulty processors. We would also like to place alarms on as few processors as possible. If $D$ is a minimum identifying set for the case $t = 1$, then placing alarms on the processors represented by the vertices in the set $D$ will help us to uniquely identify the faulty processor. Notice that we only need to consider $t = 1$ because if $t > 1$ is desired, we can proceed with $G$, the $t$th power of $G$.

It has been shown that unique identification of vertices may not always be possible for certain topologies. In other words, triggering of alarms on a set of processors could mean that one of several candidate processors could be faulty. To alleviate this Professor KT introduced in [5.1] the $d$-identifying codes problem and proposed approximation schemes based on entropy concepts from information theory and analyzed its effectiveness on random graphs. This generalization is similar to the introduction of $t/s$ diagnosable systems that generalize the $t$-diagnosable systems introduced by Preparata, Metze and Chien and discussed in section II.

The entropy based scheme provides a new paradigm for approximation algorithm design for certain classes of combinatorial optimization problem.

Professor KT [5.2][5.3] has also studied the identifying codes problem for certain classes of graphs.

In a related work [5.4] Professor KT gave an algorithm for coding undirected graphs.
TRAFFIC ENGINEERING: ROUTING, PROTOCOL TESTING AND TOPOLOGY ABSTRACTION SERVICE

VI. Quality of Service (QoS) Routing in Communication Networks

QoS routing is a fundamental problem in several applications including fault tolerance communication networks. QoS routing requires minimum cost paths that also satisfy certain additional constraints on link metrics. This can be formulated as an integer linear programming problem. Professor KT has contributed the following versions of this problem versions of this problem. Professor KT has given computationally efficient algorithms by applying primal and dual methods of the simplex method on relaxed versions of the problems. He has also given polynomial time approximation algorithms for multi-constrained route selection. In addition, he has given approximation schemes to compute a most probable delay constrained path:

- Constrained single source to single destination shortest path : Dual Method [6.1]
- Constrained single source to single destination shortest path : Primal Method [6.2]
- Constrained disjoint single source to single destination shortest paths [6.3]
- Multi-constrained single source to single destination shortest paths Dual Method [6.4]
- Multi-constrained single source to single destination shortest paths Approximation algorithms [6.5][6.6]
- Most probable delay constrained path: [6.7]
- A US Patent on delay constrained shortest path [6.8]
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VII. Conformance Testing of Communication Protocols

Conformance testing of a communication protocol is intended to ensure that a given implementation of a protocol is equivalent to the standard specification of the protocol. The quality of internetworking among heterogeneous subsystems in a distributed system can be assured through the conformance testing of each subsystem. The testing involves selection of a test suite from the specification and execution of the test suite on the implementation under a specific test environment. Professor KT has made extensive contributions to the suite selection methods for testing the control flow aspects of protocols represented as Finite State Machines (FSM).

The minimum length test sequence generation method called the U-method for conformance testing uses Unique Input Sequence (UIS) for state identification. In the MU method it is assumed that multiple UIS’s are assumed to be available for each state. Both these methods require that the test graph be connected. This raises an important question: Does there exist an assignment of UIS’s to the transitions such that the resulting test graph is connected. In [7.1] Professor KT formulated this problem as a maximum matroid 2-intersection problem and discussed an efficient algorithmic solution. This is called the BUAP algorithm. This is the first application of matroid theory to an engineering problem outside electrical circuit theory.

In [7.2] Professor KT carried out an analysis of the fault diagnosis capabilities of various FSM based test selection methods and concluded that the Wp method has the best fault resolution capability. But the Wp method suffers from lack of certain properties desirable for fault diagnosis. So Professor KT proceeded to find in [7.2] a method better than the Wp method.

In [7.3] Professor generalized the MU-method using the BUAP algorithm and the rural Chinese postman problem. This new method is applicable to all protocols that have at least one UIO sequence whereas the U-method and the MU-method are applicable for only a subset of these protocols.

In [7.4] Professor KT has given a comprehensive review of several test sequence selection methods for the conformance testing of protocols modeled as FSMs.

In a sequence of two papers Professor KT studied the test selection problem for protocols modeled as Extended Finite State Machines (EFSM). In [7.5] he introduced the concept of context independent unique sequences. In [7.6] he presented a unified test case generation method for testing the control flow and data flow aspects of a protocol modeled as EFSMs.
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VIII. Topology Abstraction Service for IP VPNs

In [8.1, 8.2] Professor KT introduced the notion of topology abstraction (TA) service to enable a VSP to share its core topology information with the VPNs. TA service is both practical and scalable in the context of managed IP-VPNs. TA service provides tunable visibility of state of the VSP’s network leading to better VPN performance. A key challenge of the TA service is to generate TA with relevant network resource information for each VPN in an accurate and fair manner. In [8.3] Professor KT developed three decentralized schemes for generating TAs with different performance characteristics. These schemes used some very powerful tools from graph theory and combinatorial optimization. They achieve improved call performance, fair resource sharing for VPNs, and higher network utilization for the VSP. The idea of the VPN TA service and the performance of the proposed techniques was validated using various simulation scenarios over several topologies.

In the decentralized schemes of [8.3] it is assumed that that all the border nodes of VPNs performing the abstractions have access to the entire core network topology. This assumption likely leads to over- or under-subscription. In [8.4,8.5] Professor KT developed centralized schemes to partition the core network capacities, and assign each partition to a specific VPN for applying the decentralized abstraction schemes presented in [8.3]. First, he presented two schemes based on the maximum concurrent flow and the maximum multi-commodity flow (MMCF) formulations. He then proposed approaches to address the fairness concerns that arise when MMCF formulation is used. Through extensive simulations on several topologies and under different scenarios, it was demonstrated that core partitioning strategy leads to much better abstractions of the VPNs.

The topology considered in [8.3,8.4] for abstraction is very simple and sparse. In [8.6] Professor KT proposed two new schemes for topology abstraction. Specifically, given a core network with node set V, and also given the node-to-node maximum flow matrix $F = [f(u, v)]$ for any connected graph $G = (V *,E)$ with $V *$ a subset of $V$, it is shown how to assign capacities to the edges of $G$ such that the maximum available flow between any pair of vertices $u, v \in V *$ in $G$ is at most the maximum available flow between $u$ and $v$ in the core network. Though this methodology is applicable to any graph, it is desirable to have abstract topologies with certain other desirable properties: such as low degree, number of edges being linear in the number of vertices, amenable to survivable logical topology routing in an IP over WDM optical networks etc. Chordal graphs have such properties. In [8.6] Professor KT showed how to construct 2-vertex and 2-edge connected chordal graphs, starting from the Gomory-Hu tree of the flow matrix of the core network. Using the theory of graph augmentation presented in [4.9] one can develop other sparse virtual topologies possessing the properties demanded by an application.
Ix. Reachability in Marked Graphs

A Petri net is a general algebraic structure originally developed by Carl Adam Petri as a model for information flow in systems that exhibit asynchronism and parallelism. The generality of Petri nets makes modelling of large systems possible. But the feasibility of analysis becomes questionable and most often the problems are NP-complete. Marked graphs are a special class of Petri nets that are more amenable to analysis and possess enough power to model complex parallel processing systems, queuing networks etc.

A marked graph is a directed graph in which each edge is associated with a nonnegative integer value called token. The set of all tokens on all edges of the marked graph is called a marking. Firing a node is the operation of adding a token to the marking of each outgoing edge at the node, and subtracting a token from the marking of each incoming edges at the node. A fundamental problem is: given a marking $M_1$, determine a sequence of legal firings that takes the graph to another specified marking.

In a fundamental result, Tadao Murata provided a circuit theoretic answer to this problem. Starting from this, Professor KT investigated in [9.1] the problem of determining a marking that maximizes the weighted sum of all edge tokens. This is more general than other versions of the problem considered earlier by researchers. Professor KT studied this using a linear programming formulation and the simplex method. In the course of his analysis he pointed out interpretations of operations of simplex method in terms of marked graph concepts. For example, he introduced concepts such as diakoptic firing. While developing the ideas of his solution approach he showed using principles of duality that the problem considered is equivalent to the problem of determining the maximum marking in a computation graph when the input quantum, output quantum, and the threshold of each edge of the computation graph are 0 or 1. Professor KT also extended this study for the case of capacitated marked graphs in which the token values on edges are constrained. Finally, he showed how to handle the maximum marking problem for non-live marked graphs.

In [9.2] Professor KT, using a linear programming formulation, provided a unified treatment of the sub-marking reaching problem for both capacitated and uncapacitated cases. In both cases he showed that the problem is equivalent to testing feasibility of the dual transshipment problem of operations research. For this feasibility
problem he provided a polynomial algorithm. It should be pointed out that this work generalizes the earlier pioneering work by Kumagai, Kodama and Kitagawa.

In [9.3] Professor KT provided a purely graph theoretic characterization of the reachability problem on \((0,1)\) capacitated marked graphs. He also pointed out a relationship between this work and that of Gafni and Bertsekas on generating loop-free routings in frequently changing topologies.

In [9.4], combining the circuit theoretic framework of Murata with the graph theoretic framework of Commonner, Holt, Even and Pneuli, Professor KT provided algorithmic solutions to several problems on marked graphs. In particular, he introduced the concept of scatter of a firing sequence and provided a minimum scatter firing sequences of several topologies.

References:


X. Parallel and Distributed Computations on Graphs and Networks

The works outlined in Section IX triggered Professor KT’s interest in parallel and distributed computation.

Noting that the legal firing operation on a node is the same as the node (dual) variable encountered in the dual simplex method of network programming, and that legal firing operations on nodes can be performed concurrently without affecting feasibility, Professor KT developed in [10.1, 10.2] two novel distributed and parallel algorithms for the transshipment problem.

In addition, Professor KT has given distributed algorithms for several fundamental graph problems that form the building blocks for design of complex distributed algorithms and also provided distributed solutions to certain fundamental techniques of interest in parallel and distributed computing. They are listed below [10.3-10.13].

- Design of synchronizers for synchronous communication
- Shortest paths
- Depth-first search
- Distributed Diagnosis and network Management
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Graph and combinatorial optimization algorithms play a central role in the design of tools for VLSI Circuits. Professor KT has contributed a variety of algorithms to this area. They are [11.1-11.15].

- Planar Layout
- Graph Planarization
- Channel Routing
- Switch Box Routing
- Parallel CAD: Layout Compaction and Wire Length Minimization
- Floor Planar Design
- Graph Partitioning
- Enumeration Problems on Graphs
- VLSI Testing
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XII. Graph Theory

In the course of his research employing graph theory and algorithms as analytical tools, Professor KT has also introduced new graph theoretic concepts and related algorithms [12.1-12.7]. Certain publications from some of the other sections whose primary focus is of a graph theoretic nature are also listed below.
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