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Abstract—Research in topology abstraction (TA) service for IP-VPNs was initiated in [2] and has been studied in a series of papers [3], [11] and [5]. In the more recent work [5], three decentralized schemes to generate topology abstractions were proposed and evaluated through extensive simulations. These schemes used some very powerful tools from graph theory and combinatorial optimization. But the topology considered in [5] for abstraction is very simple and sparse. In this paper we continue this study and propose two new schemes for topology abstraction. Specifically, given a core network with node set \( V \), and also given the node-to-node maximum flow matrix \( F = [f(u, v)] \) for any connected graph \( G = (V^*, E) \) with \( V^* \), a subset of \( V \), we show how to assign capacities to the edges of \( G \) such that the maximum available flow between any pair of vertices \( u, v \in V^* \) in \( G \) is at most the maximum available flow between \( u \) and \( v \) in the core network. Though this methodology is applicable to any graph, we seek virtual topologies with certain other desirable properties: low degree, number of edges being linear in the number of vertices, amenable to survivable logical topology routing in an IP over WDM optical networks etc. Chordal graphs have such properties. In this paper we show how to constructed 2–vertex and 2–edge connected chordal graphs, starting from the Gomory-Hu tree of the flow matrix of the core network.

I. INTRODUCTION

VPN service providers (VSP) and IP-VPN customers have maintained service demarcation boundaries between their routing and signaling entities resulting in the VPN’s viewing the VSP network as an opaque entity and therefore limiting interaction between the two. Ravi et. al in [2] introduced the notion of topology abstraction as a means for sharing the core topology information as abstract graphs associated with QoS metric information. The authors in [2] study the abstraction of the available capacity associated with the links of the VSP’s core network. The VSP generates the TA for each VPN based on the TA SLA parameters, so that the VSP can share its core topology in a manner that is practical and scalable through the means of an abstraction that captures the properties of the core topology. This concept was further explored in a series of papers [3], [11], [5]. Other related works may be found in [4], [12], [13], [14], [15] and [16].

In [5] the authors proposed three decentralized schemes to generate topology abstractions. In these schemes, topology abstraction for each VPN is generated using the same core network information. Specifically, these schemes assume that the border nodes (connecting the VPNs to the core network) performing abstractions have access to the entire core topology and generate TA’s to its hosted VPNs independent of one another. It has been observed that this form of decentralized TA generation leads to insufficient resource utilization and poor call performance. To overcome this problem in a recent work a decentralized scheme has been proposed [6].

The topology used in [5] and [6] is very simple and sparse. In this paper we use chordal graphs as a virtual topology and propose an abstraction scheme that is based on the following properties:

1. Connectivity of a graph.
2. Sparseness of a graph.

In the proposed TA scheme we ensure that the resulting TA is at least 2–connected, has fewer edges and...
also maintains the maximum flow property between all pairs of vertices from the original graph. Additionally, the resulting TA topology is not a sub-graph of the original graph. More formally, we propose an algorithm to construct a 2-edge and 2-vertex connected graph \( G \) as a logical topology for the IP-VPN abstraction problem. We also show that, for any pair of vertices, the maximum flow in the new graph will be less than or equal to the maximum flow in the core network. We use the concepts of Gomory-Hu trees [18] and the fundamental cut-set based approach ([17]).

The rest of the paper is organized as follows. In section 2 we review Gomory-Hu trees, fundamental cutsets and give necessary notations used throughout the paper. Given the maximum flows between all pairs of vertices of the core network and the corresponding Gomory-Hu tree, (to be described later) capturing this flow information, and also a graph \( G \) with \( T \) as a spanning tree of \( G \), we discuss an algorithm in section 3 to assign capacities to the edges of \( G \) so that the maximum flow between any pair of vertices \( u \) and \( v \) in \( G \) is at most the maximum flow between \( u \) and \( v \) in the core network. The assumption that \( G \) has \( T \) as a spanning tree does not restrict the validity of the capacity assignment. For, if the given \( T \) tree is not present in \( G \), then one can add pseudo edges to \( G \) representing the edges of \( T \). In section 4 we first give a basic algorithm to construct a 2-edge connected graph from any tree \( T \). We then make a modification of the basic algorithm to construct a 2−edge and 2−vertex connected chordal graph from the Gomory-Hu tree. Combining the results of sections 3 and 4 one can construct a 2−edge connected 2−vertex connected chordal graph that serves as a sparse abstraction of the core network in which the maximum flow between every pair of vertices \( u \) and \( v \) in the abstraction is at most the maximum flow between \( u \) and \( v \) in the core network. If the graph is undirected it can be converted to a directed graph by replacing each edge by a pair of oppositely oriented edges. For each directed edge \( e = (i, j) \in E \) define a non-negative real number called the capacity of the edge denoted by \( c(e) \) or \( c(i,j) \). If there is no edge \( e \) directed from \( i \) to \( j \), then we define \( c(e) = 0 \).

**Definition I.2.** Given a graph \( G = (V, E) \) with two distinct vertices \( s \) and \( t \) called the source and sink, an \( s \)−\( t \) flow \( f \) in \( G \) is an assignment of a non-negative real number \( f(e) = f(i,j) \) to each directed edge \( e = (i,j) \) such that the following conditions are satisfied:

1. \( f(i,j) \leq c(i,j) \) for every edge \( (i,j) \) in \( G \).
2. \( \sum_{i,j} f(i,j) = \sum_{j} f(j,i) \) for all \( i \neq s, t \)

The value of an \( s \)−\( t \) flow \( f \) between vertices \( s \) and \( t \) denoted by \( f_G(s,t) \) is defined as

\[
f_G(s,t) = \sum_{u} f(s,u) = \sum_{u} f(u,t)
\]

An \( s \)−\( t \) flow \( f \) between \( s \) and \( t \) in \( G \) is said to be a maximum \( s \)−\( t \) flow if there exists no other flow \( f' \) between \( s \) and \( t \) in \( G \) such that \( f'_{G}(s,t) > f_{G}(s,t) \).

The maximum flow between each pair of vertices can be represented as a \((n \times n)\) flow matrix, denoted by \( F_G \). For example, consider the graph in Figure 1. The corresponding flow matrix is given in Figure 2. Now, for any pair of vertices \( u, v \) in \( G \), the corresponding matrix entry \( f(u,v) \) in \( F_G \) gives the maximum flow between \( u \) and \( v \) in \( G \).

**Definition I.3.** Let \( G = (V, E) \) be a connected, undirected and simple graph, with vertex set \( V \) and edge set \( E. \) Let \(|V| = n\) and \(|E| = m. \) Consider a partition \((S, \overline{S})\) of \( V \), where \( \overline{S} = V − S. \) Then the set of edges with one end in \( S \) and the other in \( \overline{S} \) is called a cut of \( G. \) A cut \((S, \overline{S})\) in a graph \( G \) is said to separate two vertices \( u \) and \( v \) if \( u \in S \) and \( v \in \overline{S}. \) Such a cut is referred to as a \( u−v \) cut. The capacity \( c(K) = c((S, \overline{S})) \) of a cut \( K = (S, \overline{S}) \) is defined as \( c(K) = \sum_{i\in S, j\in \overline{S}} c(i,j). \)

Note that if the edges are directed, then the capacities of edges directed from \( \overline{S} \) to \( S \) do not contribute to the capacity of the cut \( K = (S, \overline{S}). \) If the edges are not directed, then the capacities of every edge between \( S \) and \( \overline{S} \) contribute to the capacity of the cut \( K = (S, \overline{S}). \)

**Definition I.4.** A \( u-v \) cut \( K \) in a graph \( G \) is a minimum \( u-v \) cut if there is no \( u-v \) cut \( K' \) in \( G \) such that \( c(K') < c(K) \).

**Definition I.5.** A graph \( G \) is said to be chordal if every cycle of length greater than three has a chord.
must be noted that the edges of a G-H tree may not be the edges of the graph $G$. That is, the weighted tree $T$ need not necessarily be a subgraph of the graph $G$. As an example, the graph shown in Figure 3, is a G-H tree corresponding to the graph given in Figure 1. Note that the capacity of an edge $(u, v)$ in the G-H tree is the same as the capacity of the minimum $u - v$ cut in $G$ and hence the value of the maximum $u - v$ flow in $G$. See [9] for a detailed discussion of algorithms for G-H tree construction. The rest of this section is devoted to a review on the fundamental cutsets in a graph. We adopt the terminologies and concepts from [17].

Consider the graph $G$ in Fig. 4 along with its spanning tree $T$. The bold edges denote the branches of a spanning tree $T$ in $G$ and the dotted edges denote the chords of $T$. If we remove a branch $b$ from the spanning tree $T$, then the tree $T$ gets disconnected resulting in two subtrees $T_1$ and $T_2$. The sets of nodes in $T_1$ and $T_2$ define a partition of $V$. The corresponding cut is called the fundamental cutset of $T$ with respect to the branch $b$. For example, if we remove the branch $b_3$ from the tree $T$ of Fig. 4, then we get the sub-trees $T_1$ and $T_2$ given by the branches $\{b_1, b_2, b_3\}$ and $\{b_4\}$, respectively. The corresponding fundamental cutset $Q(b_3)$ consists of the edges $\{b_1, c_1, c_3, c_4\}$. Note that the subgraphs induced by the vertex sets of $T_1$ and $T_2$ are both connected. The fundamental cutset matrix with respect to the tree $T$ is defined as $Q^T = [q_{ij}]_{(n-1) \times (m)}$. The matrix $Q^T$ has $(n-1)$ rows, one for each fundamental cutset and one column for each edge. The entry $q_{ij}$ is defined as

\[
q_{ij} = \begin{cases} 
1, & \text{if } Q(b_i) \text{ contains edge } j \\
0, & \text{otherwise}
\end{cases}
\]
Arranging the rows of $Q_f^T$ such that the $j^{th}$ row corresponds to $f$-cutset $Q(b_j)$ and the columns correspond to the edges in the order \{\(b_1, b_2, \ldots, b_{n-1}, c_1, c_2, \ldots, c_{m-n+1}\)\} the matrix $Q_f^T$ can be written as $Q_f^T = [U|Q_f^T]$. For example, the $Q_f^T$ matrix with respect to the tree $T$ of Fig. 4 is given below.

\[
Q_f^T = \begin{bmatrix} 
Q(b_1) & b_1 & b_2 & b_3 & b_4 & b_5 & c_1 & c_2 & c_3 & c_4 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 
\end{bmatrix}
\]

From the fundamental cutset matrix it is easy to capture the cutsets to which a given chord belongs to. For example, the chord \(c_3\) belongs to the fundamental cutsets \{\(Q(b_1), Q(b_2), Q(b_3), Q(b_4)\)\}.

III. CAPACITY ASSIGNMENT USING FUNDAMENTAL CUTSETS

Given the flow matrix $F$ of a core network, let $T$ be the corresponding G-H tree. Let $G = (V, E)$ be a graph with the same vertex set as that of the core network and the spanning tree $T$. Note that the edge set $E$ of $G$ need not be the same as that of the core network. However, the spanning tree $T$ of the core network is also the spanning tree of the graph $G$. We now present an algorithm that assigns capacities to the edges of $G$ such that the maximum flow between any pair of vertices $u, v$ in $G$ is at most the value $f(u, v)$ of a maximum $u-v$ flow in the core network. As before let $Q_f^T$ be the fundamental cut-set matrix of $G$ with respect to $T$.

**Algorithm: Fundamental Cutset Based Capacity Assignment Algorithm (FCS-BCA)**

**Input:** Flow matrix $F$ of the core network, a graph $G = (V, E)$ which has the G-H tree $T$ as a spanning tree and $Q_f^T$ the fundamental cut-set matrix of $G$ with respect to $T$ of the core network.

**Output:** A graph $G_T = (V, E, c_T)$, where $c_T$ denotes the newly assigned capacities to the edges in $G_T$.

**FCS-BCA**($G, T, F_G, Q_f^T$)

1. Let $G_T$ be a copy of the graph $G$ where for each $e \in E(G_T), c_T(e) = \infty$.
2. For each edge $e \in G_T$ do
   3. For each $j$, such that $e \in Q(b_j)$ do
      4. $c_T(e) = \min\{f(b_j), c_T(e)\}$, where $f(b_j) = f(u, v)$, the value of the maximum flow between the vertices of $b_j$.
5. return ($G_T, c_T$)

**Complexity:** The outer for-loop at line 2 runs for each edge $e$ of $G$ and hence takes $O(m)$. The nested for loop at line 3 runs for each fundamental cut set $Q(b_i)$ that contains the edge $e$. This step takes at most $O(n)$ time. Overall, the two for loops take $O(nm)$.

Note that the graph $G_T$ output by the algorithm is such that the capacities are re-assigned based on the capacities of the spanning tree $T$ that is considered. We now have the following proposition.

**Proposition III.1.** Let $b_i$ be a branch in the spanning tree $T$ and let $Q(b_i)$ be the corresponding fundamental cut set of $b_i$ in $G_T$. Then, for each edge $e \in Q(b_i)$, $c_T(e) \leq c_T(b_i)$.

**Proof.** If $e$ is the branch $b_i$, then clearly $b_i$ does not belong to any other fundamental cut-set and hence, $c_T(b_i) = \min\{f(Q(b_i))\} = f(b_i)$. If $e$ is a chord, then $e$ belongs to at least one or more fundamental cut-sets. Let $b_1, b_2, \ldots, b_k$ be the branches such that $e \in Q(b_i), 1 \leq j \leq k$, where $b_i$ is one of these branches. Then, by steps 3 and 4 of the algorithm we have,

\[
c_T(e) = \min\{f(b_j), c_T(e)\} \leq f(b_i) / |Q(b_i)| = c_T(b_i).
\]

Note that the above algorithm guarantees that the maximum flow between any two adjacent vertices $u$ and $v$ with respect to the spanning tree $T$ is distributed among all the edges of each fundamental cut-set between $u$ and $v$ in $T$. Now we have the following theorem.

**Theorem III.2.** Let $F$ be the flow matrix of the core network and $T$ be the corresponding G-H tree. Let $G = (V, E)$ be a graph which has the same vertex set $V$ as the core network. Assume that the capacities of the edges of $G$ are assigned as in algorithm FCS-BCA. Then, $f_G(u, v) \leq f(u, v)$ for all $u, v \in V$, where $f_G(u, v)$ is the value of a maximum $u-v$ flow in $G$ and $f(u, v)$ is the value of a maximum $u-v$ flow in the core network.

**Proof.** Consider any branch $b_i$ of $T$. Let $Q(b_i)$ be the
fundamental cut-set of $b_i$ and let $e \in Q(b_i)$. Then,
\[
c_T(Q(b_i)) = \sum_{e \in Q(b_i)} c_T(e) \\
\leq \sum_{e \in Q(b_i)} \frac{f(b_i)}{|Q(b_i)|} \\
= \frac{|Q(b_i)|}{|Q(b_i)|} f(b_i) \\
= f(b_i)
\]
Thus if $b_i = (u, v)$ then,
\[
f_G(u, v) \leq c_T(Q(b_i)) \\
\leq f(b_i) \\
= f(u, v)
\]
Consider any two vertices $x$ and $y$ that are not adjacent in $T$. Let $b_i = (u, v)$ be the branch with the smallest capacity on the $x-y$ path in $T$. Then G-H tree guarantees that $f(x, y) = f(u, v)$. Since the cut $Q(b_i)$ that separates $u, v$ also separates $x, y$, we have,
\[
f_G(x, y) \leq f_G(u, v) \\
\leq f(u, v) \\
= f(x, y)
\]
Thus the result of the theorem follows in all cases. \hfill \square

IV. ALGORITHMS FOR VIRTUAL TOPOLOGY CONSTRUCTION

In this section we give two algorithms. The first algorithm is a basic algorithm that constructs a 2-edge connected graph from a given G-H tree $T$. We then make a modification of the basic algorithm to construct a 2-edge connected and 2-vertex connected chordal graph from the G-H tree $T$. We begin with the basic algorithm.

A. Algorithm for a 2-Edge Connected Graph

A vertex that is equidistant from all vertices of $T$ is called a center of $T$. A tree will have exactly one or exactly two centers. Let $r \in T$ be the center of $T$ (we arbitrarily choose one vertex, if there are two centers for $T$). Let $T$ be rooted at $r$ and let $r$ be assigned level 0. Subsequently, let each vertex be assigned a level and denote the level of a vertex $v_i$ by $l(v_i)$. We label the leaf vertices of $T$ by an application of the DFS algorithm, such that, associated with each vertex $v$, the child vertices of $v$ are examined in decreasing order of their degree. Now let $u_1, u_2, u_3, \ldots, u_l$ be the labels assigned by the DFS algorithm to the leaf vertices of $T$. For each leaf vertex $u_i \in T$, let $P(u_i, r)$ be the unique path from $u_i$ to $r$.

We now give the basic algorithm to construct a 2-edge connected graph $G = (V, E, c)$ with vertex set $V$, and edge set $E = E^T \cup BE$, where $BE$ (call them Back Edges) are the new edges added to the Gomory-Hu tree $T$ and $c : E \to \mathbb{R}$ denote the updated capacities of the edges in $E$.

We require the following subroutine that adds back edges to a path $P(x, y)$:

**Add Back Edge($P(x, y)$)**

1. Let $j = 1$;
2. Let $P(x, y) = \langle x = v_1, v_2, v_3, \ldots, v_k = y >$;
3. while ($j < k - 1$) do
   3.1 Add edge $(v_j, v_{j+2})$;
   3.2 Let $c(v_j, v_{j+2}) = 0$;
   3.3 $j \leftarrow j + 2$;
4. If $k$ is even then add the edge $(v_{k-2}, v_k)$ and let $c(v_{k-2}, v_k) = 0$;

**Algorithm 1: Basic 2-edge connected graph**

**Input:** A G-H tree $T$ and flow matrix $F$ of the core network.

**Output:** A 2-edge connected graph $G = (V, E, c_T)$ which has $T$ as a spanning tree. Note: Capacity $c_T(e)$ of edge $e \in T$ is the same as $f(u, v)$, where $u$ and $v$ are the end vertices of $e$.

1. Let $u_1, u_2, \ldots, u_l$ be the leaf vertices in the tree $T$.
2. Add Back Edge($P(u_1, r)$);
3. Let $i = 2$;
4. while ($i \leq l$) do
   4.1 On $P(u_i, r)$ let $w$ be the first vertex that intersects $P(u_j, r)$ for some $j, 1 \leq j < i$. [Observe that $w$ may be equal to $r$.]
   4.2 If ($|P(u_i, w)| > 1$) then
      \[
      \{ \\
      \text{Add Back Edge($P(u_i, w)$);} \\
      i \leftarrow i + 1; \\
      \}
\]
   4.3 else [Note: $|P(u_i, w)| = 1$]
   4.3.1 If $u_i$ is the only pendant of $w$ then
      \[
      \{ \\
      \text{Let } r_1 \in N(w), \text{ such that } c_T(w, r_1) = min\{c_T(w, x) : x \in N(w) \setminus u_i\}; \\
      \text{Add edge } (u_i, r_1); \\
      \text{Let } i \leftarrow i + 1; \\
      \}
\]
   4.3.2 else [Note: ($w$ has more than one pendant vertex)]
Let $(u_i, u_{i+1}, u_{i+2}, \ldots, u_{i+s})$ be the pendant vertices of $w$;
Add edges $(u_i, u_{i+1})(u_{i+1}, u_{i+2}), \ldots, (u_{i+s-1}, u_{i+s})$;
Let $i \leftarrow i + s + 1$;
\}

5. $(G, e) \leftarrow \text{FCS-BCA}(G, T, F, Q^f)$;
6. Output the graph $G$ with updated edge capacities.

**Theorem IV.1.** The graph $G$ output by algorithm IV-A is 2-edge connected.

**Proof.** For each $u_i \in T$, the back edges in the path $P(u_i, w)$, where $|P(u_i, w)| > 1$, connect vertices at alternate levels starting from the leaf. This operation triangulates the path $P(u_i, w)$, where every edge lies in a triangle. When $|P(u_i, w)| = 1$, we either add an edge $(u_i, r_1)$ where $u_i, r_1, w$ form a triangle, or, we add edges, $(u_i, u_{i+1})(u_{i+1}, u_{i+2}), \ldots, (u_{i+s-1}, u_{i+s})$, which induces a diamond centered at the node $w$.

As an example, the graph $G$ in Fig. 5b is output by Algorithm IV-A based on the G-H tree $T$ given in Fig. 5a. Here $T$ is a G-H tree of some core network. Fig. 6 shows the resulting graph with the re-assigned capacities to the branches and the chords after an application of the FCS-BCA Algorithm.

**B. Algorithm for 2-Edge Connected, 2-Vertex Connected, Chordal Graph**

In this section we give an algorithm that constructs a 2-edge connected, 2-vertex connected chordal graph from the G-H tree $T$. We use the same notation from the basic algorithm. We require the subroutine Add Back Edge Chordal that adds back edges to every vertex in the path $P(x, y)$:

**Add Back Edge Chordal($P(x, y)$)**
1. Let $j = 1$;
2. Let $P(x, y) = \langle x = v_1, v_2, v_3, \ldots, v_k = y \rangle$;
3. while $(j < k - 1)$ do
   3.1 Add edge $(v_j, v_{j+2})$;
   3.2 Let $c(v_j, v_{j+2}) = 0$;
   3.3 $j \leftarrow j + 1$;
4. Add the edge $(v_{k-1}, p(v_k))$ and let $c(v_{k-1}, p(v_k)) = 0$;

**Algorithm 2: 2-edge connected 2-vertex connected chordal graph**

**Input:** A G-H tree $T = (V, E_T, c_T)$.
**Output:** A 2-edge connected 2-vertex connected chordal graph $G = (V, E)$ which has $T$ as a spanning tree. Note: Capacity $c_T(e)$ of edge $e \in T$ is the same as $f(u, v)$, where $u$ and $v$ are the end vertices of $e$.
1. Let $w_1, w_2, w_3, \ldots, w_k$ be the child nodes of the root $r$ in the tree $T$. Add edges $(w_i, w_{i+1}), 1 \leq i \leq k - 1$, and make $c(w_i, w_{i+1}) = 0$. Let $u_1, u_2, \ldots, u_l$ be the leaf vertices in the tree $T$.
2. Add Back Edge Chordal($P(u_1, r)$);
3. Let $i = 2$;
4. while $(i \leq l)$ do
   4.1 On $P(u_j, r)$ let $w$ be the first vertex that intersects $P(u_j, r)$ for some $j, 1 \leq j < i$.
   4.2 Add Back Edge Chordal($P(u_i, w)$);
4.3 $i = i + 1$;
5. $(G, c) \leftarrow \text{FCS-BCA}(G, T, F_G, Q^f)$;
6. Output the graph $G$ with updated edge capacities.

Next we show that the graph $G$ obtained using Algorithm IV-B is 2-edge connected, 2-vertex connected and chordal.

**Theorem IV.2.** The graph $G$ output by algorithm IV-B satisfies the following:
1. $G$ is 2-edge connected.
2. $G$ is 2-vertex connected.
3. $G$ is chordal.

**Proof.** Let $(u, v) \in E(G)$ be any edge. Without loss of generality assume that $l(u) < l(v)$. Then, $(v, p(u)) \in G$ and $(u, w) \in G$ where $w \in N(V)$ with $l(w) > l(v)$. Then, the removal of the edge $(u, v)$ clearly does not disconnect the graph $G$ since $v$ is connected to $u$ through $p(u)$. Hence $G$ is 2-edge connected. Similarly, let $u$ be any vertex in $G$ with $l(u) > 1$ and let $(u, v) \in E(G)$. Again, without any loss of generality assume that $l(u) > l(v)$. Then the induced subgraph, $< v, u, p(u) >$ is a triangle in $G$ so that the removal of $u$ will not disconnect $G$. If $l(u) = 1$, then $u$ is the root $r$ and let $r_1, r_2, \ldots, r_{|N(r)|}$ be the neighbors of $r$ at level 1. By construction, the induced subgraph $< r, r_1, r_2, \ldots, r_{|N(r)|} >$ is a diamond graph and it is easy to see that the removal of $r$ does not disconnect the induced subgraph $< r, r_1, r_2, \ldots, r_{|N(r)|} >$. Hence $G$ is 2-vertex connected. To show that $G$ is chordal, we present a procedure to obtain a perfect elimination ordering of all the vertices in $G$. Let $l(v)$ denote the level of a vertex in $G$ and let $S = \phi$ be an empty sequence. We will add all the vertices in $V(G)$ to $S$ so that $S$ is a perfect elimination ordering of vertices in $G$. Let $k$ be the highest level assigned to the vertices and let $i = k$. We begin from level $k$ and go down up to level 2. At each level $i$, pick a vertex $v$, add it to the sequence $S$ and delete the vertex $v$ and all edges incident on it. We do this until no vertex remains at level $i$. Repeat this process at each level until level 1 is reached. The remaining vertices in $G$ are the vertices $r$ and its neighbours at level 1. If $r_1, r_2, \ldots, r_{|N(r)|}$ are the vertices adjacent to $r$ at level 1, then add the vertices $r_1, r_2, \ldots, r_{|N(r)|}, r$ in that order to the sequence $S$. We now claim that the sequence of vertices in $S$ is a perfect elimination ordering. To see this let $v$ be a vertex such that $l(v) = i, 2 \leq i \leq k$. Then $v$ is either adjacent to a vertex $u$ at level $i - 1$ or adjacent to two vertices $u$ and $p(u)$ with $l(u) = i - 1$, where $p(u)$ denotes the parent vertex of $u$ at level $i - 2$. In either case, the induced subgraph of $< v, N(v) >$ is either a $K_2$ or a $K_3$ with $v$ being a simplicial vertex. Hence $v$ can be added to the sequence $S$. Since this is true for each vertex at level $i$, every vertex at level $i$ enters $S$. Further, after level 1 is reached, the remaining vertices are the vertices $r$ and its neighbors at level 1. Let $r_1, r_2, \ldots, r_{|N(r)|}$ be the neighbors of $r$ at level 1. By construction, the induced subgraph $< r, r_1, r_2, \ldots, r_{|N(r)|} >$ is a diamond. Starting from $r_1$ up to $r_{|N(r)|}$, observe that each $r_i$ is a simplicial vertex in the induced subgraph $< r, N(r_i) >$ after the removal of the vertex $r_i - 1$. Hence, each $r_i$ enters the sequence $S$ and the root vertex can be added to $S$ at the end so that $S$ is a perfect elimination ordering. Since $S$ contains all the vertices of $G$, we can conclude that $G$ is a chordal graph. 

As an example, the graph in Fig. 7 is output by Algorithm IV-B based on the G-H tree $T$ given in Fig. 5a. Again, the tree $T$ is a G-H tree of some core network. The capacities re-assigned to the branches and the chords of the graph in Fig. 7a after an application of the FCS-BCA Algorithm is shown in Fig. 8.

![Fig. 7.](image)

Note that both the algorithms call the subroutine FCS-BCA(). From Theorem III.2 we have that $f_G(u, v) \leq f(u, v)$ for each pair of vertices $u, v$ in $T$. Since, the tree $T$ considered in both the algorithms in section IV-A and IV-B is a G-H tree, $T$ captures the maximum flow between all pairs of vertices in the original graph $G$. Hence, the capacity assignment based on the algorithm
in section III leads us to conclude the following theorem. The proof follows directly from Theorem III.2.

**Theorem IV.3.** For any pair of vertices \( u, v \in V \), we have \( f_G(u, v) \leq f_T(u, v) = f(u, v) \).

V. CONCLUSION

In this paper we have considered the problem of constructing virtual topologies useful in providing topology abstraction service for IP-VPNs [2] and other two-layer applications. Given the node-to-node maximum flow matrix of a core network with vertex set \( V \) and also given the corresponding G-H tree \( T \). For any connected graph \( G = (V^*, E) \) with \( V^* \) subset of \( V \), we show how to assign capacities to the edges of \( G \) such that the maximum flow between any pair of vertices \( u \) and \( v \) in \( G \) is no more than the maximum flow between \( u \) and \( v \) in the core network. Though this methodology is applicable to any graph, we seek virtual topologies with certain other desirable properties: low degree, number of edges is linear in the number of vertices, amenable to survivable logical topology routing in an IP over WDM optical network etc. Chordal graphs have such properties. In particular chordal graphs admit survivable logical topology routing as long as the core network is 3-edge connected [8]. In view of this we show how to augment any tree \( T \) with additional edges to make it into a 2-vertex and 2-edge connected chordal graph. Combining these results, our main contribution is how to construct chordal graphs and assign capacities to the edges of the graph that capture the node to node flow information in a core network. There is a rich theory available for the graph augmentation problem [10]. These augmentation results along with the theory and methodologies developed in this paper provide the framework for generating other classes of virtual topologies for the topology abstraction service problem.
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