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One of the challenges for parallel compilers and compiler-related tools is, given a machine-independent parallel language, to generate executable code for a variety of computational models, and to identify those specific parallel modes for which a program is well-suited. One portion of this problem, developing a method for estimating the relative execution time of a data-parallel algorithm in an environment capable of the SIMD and SPMD (MIMD) modes of parallelism, is presented. Given a data-parallel program in a language whose syntax is mode-independent and empirical information about instruction execution time characteristics, the goal is to use static source-code analysis to determine an implementation that results in an optimal execution time for a mixed-mode machine capable of SIMD and SPMD parallelism. Statistical information about individual operation execution times and paths of execution through a parallel program is assumed. A secondary goal of this study is to indicate language, algorithm, and machine characteristics that must be researched to learn how to provide the information needed to obtain an optimal assignment of parallel modes to program segments.

I. INTRODUCTION

In general, writing effective programs for parallel computers remains a complex and difficult endeavor. In many cases, algorithms that work well under a serial execution model require reformulation for implementation on a parallel system. The problem is compounded by the rich diversity of parallel architectures available, each with its own attributes. Subsequently, parallel languages for these systems vary substantially, as vendors are justifiedly concerned with maximizing performance for their products. One of the challenges for compilers and compiler-related tools is, given a machine-independent parallel language, to generate executable code for a variety of parallel computational modes, and to identify those specific modes for which the program is well-suited. This problem is even more difficult on a heterogeneous system where different parallel modes and/or machines can be used to perform the segments of a single task.

One type of a heterogeneous system is a mixed-mode machine, in which the processors are capable of operating in either the SIMD or MIMD modes of parallelism and can dynamically switch between modes at instruction-level granularity with generally negligible overhead, e.g., PASM [36], Triton [33], and OPSILA [3]. The focus here is the use of mixed-mode machines to perform data-parallel algorithms, where the data is distributed among the processor/memory pairs of a parallel machine and all processors use the same code to operate on their local data [24]. In MIMD mode, data-parallel algorithms are associated with SPMD (single program--multiple data) operation, where all processors are executing the same program, but are doing it asynchronously with respect to one another, i.e., each processor follows its own control path through its copy of the program [12]. The relative execution times of the segments of an algorithm using the SIMD or SPMD modes of computation must be estimated to map a data-parallel algorithm onto a mixed-mode machine in an effective way. Given a data-parallel program written in a language whose syntax is mode-independent and empirical information about instruction characteristics and execution paths, the goal addressed here is to make a static source-code-based determination of the implementation that results in the optimal execution time on a mixed-mode machine.

One aspect of current research in parallel optimization and analysis techniques is concerned with extending traditional compiler optimization techniques, including loop specialization, code hoisting, and common subexpression elimination, for parallel programs. Many conventional optimization techniques employed by serial compilers are applicable in parallel compilers; however,
in some cases, traditional optimization approaches without proper analysis can produce erroneous results [29]. There are a number of research efforts directed specifically toward improving execution time in a parallel environment by performing compile-time analysis of programs. In [22], communication costs in a parallel program are analyzed as a function of array dimension and the number of available processors. A time-cost approach based on analysis and simulation is developed in [34] to determine time-cost behavior of parallel computations based on parameters such as input, algorithm, data structure, execution overhead, and execution environment. In [16], a timing analysis is employed to allow compilers for barrier MIMD machines to eliminate a significant percentage of run-time synchronization. The goal of code-type profiling is to identify portions of a program with similar computational requirements [18]. An “optimal selection framework” is presented in [39] as a model for determining the optimal configuration of a heterogeneous suite of supercomputers to perform each task in a given set of applications.

One area where static source-code analysis may prove beneficial is in the execution of parallel algorithms in an environment capable of both SIMD and MIMD modes of parallelism. Heterogeneous systems exploit the diverse computational requirements of traditional supercomputing problems by the selection and use of different types of machines for the computation required [19, 20, 27]. Typical examples of implementation studies using heterogeneous suites of machines are summarized in [37]. Several studies (e.g., [4, 5, 17, 21]) have examined the implementation of parallel programs in a mixed-mode machine, i.e., a machine that can operate in either the SIMD or MIMD mode of parallelism and can dynamically switch between modes at instruction-level granularity with generally negligible overhead. A common result from these studies is that cases exist where the execution time of a parallel application can be reduced by exploiting the mode of parallelism that best matches each portion of the program.

Recent academic and commercial interest in parallel computing systems has increased activity in the development of unifying parallel programming models. New programming languages and refined models of programming for parallel machines form an area of research that benefits from this increased interest. Some examples are “Refined C,” CODE, and SUPERB. The “Refined C” parallel language is developed in [15] to provide programmers with a means of expressing algorithms for different parallel computers without imposing a specific parallel programming style. A computation-oriented display environment (CODE) is introduced in [7] that encompasses most existing or proposed MIMD architectures and the programming systems related to them. The SuperComputer Parallelization Bonn (SUPERB) [41] is an interactive system for the semi-automatic transformation of FORTRAN 77 programs into MIMD and SIMD programs by using a catalog of parallelization transformations.

Another approach in the development of unifying programming models is to provide languages that support multiple modes of parallelism. Examples of languages designed to support either the SIMD or SPMD modes of data-parallel programming include CM-Fortran [11], HPF [23], and Fortran-D [25]. Other languages, such as Computation Structures Language (CSL) [8], Hellena [4], and Explicit Language for Parallelism (ELP) [31], have been developed for machines that are capable of mixed-mode parallelism, and include language elements for both SIMD and SPMD (or MIMD) computation. These “mixed-mode” languages provide support for executing different portions of the same program in different modes (e.g., SIMD versus SPMD). CSL is a PASCAL-like explicitly parallel job control language used on TRAC that supports the high-level specification and scheduling of SIMD and MIMD tasks. Hellena is an explicitly parallel preprocessed version of PASCAL for OPSILA that supports dynamic mode switching at the instruction level. ELP is an example of a language whose goal is for all of the statements and constructs to have functionally equivalent SIMD and SPMD interpretations, allowing segments of the same program to be compiled for different parallel models.

The development of mode-independent languages makes possible the incorporation of the decision-making process for selecting the appropriate parallel mode (here-tofore performed by knowledgeable programmers) into the realm of the parallel code compiler. Toward that goal, this study proposes a framework for the static source-code-based analysis of execution time for data-parallel algorithms on a mixed-mode machine. These algorithms are assumed to be written in a mode-independent language, and to be implemented in an SIMD/SPMD environment. By establishing this framework, the three elements described above, compile-time analysis, use of different parallel modes, and unifying programming models, are brought together to provide a basis for writing efficient parallel algorithms. The technique involves transforming the program into an SIMD/SPMD trade-off tree, whose structure represents the scope levels within the program. Information at the leaf nodes of the tree, representing blocks of code in the program, is then combined using rules to arrive at decisions for the best parallel mode in which to implement each portion of the program.

To illustrate underlying concepts for the methods presented, the techniques are first developed for the case where a parallel program is to be implemented in either pure SIMD mode or pure SPMD mode (distributed memory machines are assumed). The more general case of a single program that employs both modes during the course of execution on a mixed-mode machine is then considered. For ease of presentation, the programming
model presented here is restricted to basic processor operations and elementary control-flow constructs. Statistical information about individual operation execution times and paths of execution through a parallel program is assumed. This basic model can be enhanced to include other language constructs.

The techniques presented here are directly applicable to the analysis of programs for implementation in a mixed-mode system. Furthermore, they provide a basis for studying the more general problem of optimizing resources in a multiple-machine heterogeneous computing environment. A secondary goal of this study is to indicate language, algorithm, and machine characteristics that must be researched to learn how to provide the information needed to obtain an optimal assignment of parallel modes to program segments.

The system model and representative mode-independent language assumed in later sections are described in Section 2. Many of the reasons why different parallel implementations exhibit disparate execution time performances are the result of inherent differences in parallel modes. These differences are examined in Section 3. In Section 4, techniques are presented for choosing the single-mode implementation of a parallel program that minimizes execution time. Basic definitions used throughout the rest of the paper are included in Subsection 4.2, and the single-mode framework itself is developed in Subsection 4.3 using a simplified execution-time model for machine-level operations. In Subsection 4.4, a more refined model for operation execution times using probabilistic analysis is considered, and in Subsection 4.5 the effect of interaction between program segments is explored. The single-mode analysis of Section 4 introduces many concepts that are useful in Section 5. In Subsection 5.1, some of the challenges associated with mode-independent languages are considered by examining how programs written in a mode-independent manner can be executed on a mixed-mode machine. The single-mode analysis of Section 4 is expanded to find an efficient mixed-mode implementation in Subsection 5.2. Subsections 5.3 and 5.4 introduce a method to determine the minimum execution time in an SIMD/SPMD mixed-mode machine implementation through the use of multistage optimization techniques. Concluding remarks and areas for further research are summarized in Section 6.

2. MACHINE AND LANGUAGE MODEL

The mixed-mode machine model assumes a physically distributed memory. Thus, each processor is paired with a memory, forming a processing element (PE). It is assumed for mixed-mode machines that all PEs are in the same mode at any point in time (i.e., SIMD versus MIMD).

In the SIMD model used here, the control unit (CU) enqueues instructions to be performed on the PEs into an instruction queue. The PEs then fetch instructions from the instruction queue independently of CU operation. Thus, in SIMD mode, the CU can overlap its operations with those of the PEs.

One way of programming machines that are capable of mixed-mode parallelism is by using a mode-independent language, i.e., a language whose syntactic elements have interpretations under more than one mode of parallelism. An example of a mode-independent language is ELP, under development at Purdue University [31]. ELP provides constructs for SIMD, MIMD, and mixed-mode parallelism. The ELP syntax is based on C, and allows the programmer to specify the SIMD, MIMD, and SPMD modes of parallelism within a program. Although ELP contains specifiers for full MIMD mode processing, this paper focuses on SIMD and SPMD modes only. A goal of ELP is to provide uniformity with respect to the SIMD and SPMD modes of parallelism by having interpretations for the syntax within both of these modes that are identical in semantics. This is an important characteristic because it allows a data-parallel algorithm to be coded in a mode-independent manner, producing a data-parallel program for which (1) only SIMD code is generated, (2) only SPMD code is generated, or (3) execution-mode specifiers can be added to facilitate mixed-mode experimentation.

ELP associates with each variable defined in a program a variable class. A variable defined to be of class mono always has a single value with respect to all PEs, independent of execution mode, whereas a variable defined to be of class poly can have different values in each PE, independent of execution mode. Each mono variable has storage allocated for it on the CU and on all PEs. If a mono variable is referenced while in SIMD mode, its CU storage is active. If a mono variable is referenced while in SPMD mode, its PE storage is active and all PE copies of the mono variable will have the same value. For variables defined to be poly, each PE has its own copy with its own value, independent of execution mode.

In SIMD mode, operations on mono variables indicate work to be done on the CU, and they permit CU/PE overlap to be explicitly specified. This, in turn, allows the user to experiment with load balancing between the CU and the PEs. In SPMD mode, mono variables can be used to force if, while, do, and for statements on different PEs to execute in the same fashion on all PEs; for example, mono variables could be used as the index variable and as the common upper bound for a for loop with all PEs. All PEs must execute the same instructions, but not necessarily at the same time (as in SIMD mode). Thus, mono variables in ELP are guaranteed to have the same value spatially, but not temporally. This spatial congruency is enforced syntactically by the ELP compiler. Mono variables also permit other SPMD operations to be performed in an identical fashion across all PEs, such as having each PE access the same element of an array.
In the assumed model, when changing between SIMD mode and SPMD mode, only the source of the instructions (control) is changed between the CU and each PE’s local memory, respectively. In both the SIMD and SPMD modes of execution, the same local memory and registers are used at each PE to store poly variables. Thus, mode changes in themselves do not cause a need for data transfers except for monovariables, the time for which is assumed to be relatively negligible. A more detailed description of the ELP language and compiler can be found in [31].

3. PARALLEL PERFORMANCE ISSUES

There are trade-offs that exist between the SIMD and MIMD modes of parallelism that explain why some sequences of instructions are better performed in one mode than in the other [6, 35]. Some of the advantages and disadvantages of each mode are summarized here.

Conditional statements in the synchronous execution of an SIMD program can introduce serialization. Consider an if-A-then-B-else-C statement. Let the conditional test A depend on PE data. In some PEs, A is true and in others false. Those PEs where A is false are disabled (masked off) during the execution of clause B. Once B has executed, the PEs where A is true are disabled and the PEs where A is false enabled. C is then executed.

This serializes the execution of B and C. Conversely, in MIMD mode those PEs where A is true can execute B while the other PEs execute C. In MIMD mode, the maximum time to execute the if-then-else statement in a PE is approximately $T_A + \max(T_B, T_C)$, while in SIMD mode the time would be approximately $T_A + T_B + T_C$ (where a PE is idle for either $T_B$ or $T_C$). Thus, in general, MIMD mode is more effective for executing conditional statements.

Another distinction between SIMD mode and MIMD mode pertains to synchronization overhead. In SIMD mode, the synchronization of program execution is implicit, because there is a single thread of control. However, when synchronization of program execution is required among PEs in MIMD mode, explicit synchronization mechanisms, such as semaphores or barriers, must be employed in the parallel program. Thus, synchronization costs are greater for MIMD mode. One benefit of implicit PE synchronization becomes apparent when inter-PE data transfers are needed. In SIMD mode, when one PE sends data to another PE, all enabled PEs send data. Therefore, the “send” and “receive” commands are implicitly synchronized. Because all enabled PEs follow the same single instruction stream, each PE knows from which PE the message has been received and for what use the message is intended. Conversely, MIMD mode programs are executed asynchronously among all PEs. As a result, the PEs must execute explicit synchronization and identification protocols for each inter-PE transfer. While the details of the inter-PE transfer protocol in both SIMD and MIMD mode are implementation-dependent, there is generally more overhead associated with MIMD mode inter-PE transfers. Like the synchronization overhead described above, this protocol overhead is a cost of the flexibility of programming in MIMD mode.

In SIMD mode, the CU can overlap its operations with those of the PEs. For example, the CU can perform the increment and compare operations on scalar-valued loop control variables, while the PEs execute the loop body. Furthermore, any operations common to all PEs, such as local array address calculations, can be performed in the CU while the PEs are performing other computations.

It is possible that the execution time of an instruction is data-dependent, taking a variable length of time to perform on each PE. Such variable-time instructions execute at least as efficiently in MIMD mode as in SIMD mode. This is illustrated in Fig. 1. In SIMD mode, PEs can execute the next instruction only after all PEs have completed the current instruction. Therefore, each instruction takes as long as it takes the PE that executes it most slowly. In MIMD mode, the PEs are not synchronized and each PE executes the next instruction independently. Let $T_{ij}$ represent the time it takes instruction $i$ to execute in PE $j$. Assume that $T_{ij}$ in SIMD mode is equal to $T_i$ in MIMD mode. The execution time in SIMD mode of a sequence of variable-time instructions can be expressed as $\sum_i \max_i(T_i)$, for all $i$ in the sequence. To perform the same sequence of instructions in MIMD mode can be expressed in terms of $T_i$ as $\max_i(\sum_j T_{ij})$ (Fig. 1). Because $\max_i(\sum_j T_{ij}) \leq \sum_i \max_i(T_i)$, the time to execute the sequence of variable-time instructions in MIMD mode is less than or equal to the time to execute the same sequence of instructions in SIMD mode. Thus, because of this “sum of maxes” versus “max of sums” effect, MIMD mode is more appropriate for executing sequences of variable-time instructions.

The “sum of maxes” versus “max of sums” property is not limited to single instructions whose execution time is data-dependent. In mixed-mode, an entire block of
structions whose execution time varies on different PEs due to data-conditional statements and/or variable-time instructions may exhibit the same performance characteristics on a "macro" level if synchronization is required after the block. Consider a loop body with two blocks A and B, such that the first block is best executed in MIMD and the second block is best implemented in SIMD. Because all PEs must synchronize after block A, before any PE can go on to block B, an added synchronization cost is encountered during each iteration of the loop. Consequently, the time penalty for synchronizing with the other PEs may outweigh the benefit of implementing block A in SIMD: i.e., the overall execution time may possibly be reduced by implementing the loop entirely in MIMD mode [5]. The former case corresponds to the "sum of maxes" and the latter to the "max of sums." From the discussion above it is evident that there are trade-offs between operating in SIMD mode and operating in MIMD mode. Although it is often clear in which mode a sequence of instructions should be implemented, this is not the case when counteracting trade-offs are involved. For example, a data-conditional clause may contain instructions that perform network transfers. Choosing the best mode of operation is not straightforward; i.e., conditional statements should be performed in MIMD mode while network transfers should be performed in SIMD mode. Studies examining the implementation of algorithms in mixed-mode machines have been performed (e.g., [4, 5, 9, 17, 21]). One long-term goal of these efforts has been to increase the understanding needed to develop automatic, static source-code-based determination of parallel modes for algorithm segments. In Sections 4 and 5, a methodology for analyzing data-parallel programs to do this is examined.

By employing the methodology developed in Sections 4 and 5, quantification of all of the trade-offs discussed in this section can be incorporated in a straightforward manner, except for the "sum of maxes" versus "max of sums" trade-off, as well as the "macro" effect of this trade-off. Accurately modeling this trade-off is complex and replete with subtle nuances. In Section 4.4, a probabilistic basis for studying this aspect of SIMD/SPMD mode comparison is outlined.

4. SINGLE-MODE SELECTION

4.1. Overview of Single-Mode Selection

A methodology is presented here to estimate the execution time of a data-parallel algorithm, written in a mode-independent language, that can be implemented in either the purely SIMD or purely SPMD mode of parallelism. This framework can be used to select the optimal single mode for a mixed-mode parallel computer. Many of the concepts developed in this section are needed for the analysis in Section 5, where the use of both SIMD and SPMD within the same program is considered.

4.2. Assumptions and Definitions

Applications for this study are assumed to be data-parallel [24], i.e., the data for a program are distributed among the PEs, and the algorithm exhibits a high degree of uniformity across the data [26]. This is in contrast to function (or control) parallelism [38], where each PE executes a unique program.

Syntactic elements of the mode-independent language in which the algorithm is coded will be referred to as operations. Operations in a language represent the most explicit level at which program representation is identical for each mode of parallelism. Consider an operand fetch for a mono variable for use in a calculation that must be performed on the PEs. In SPMD mode, the operation is a simple fetch, because mono variables are stored on the PEs; however, in SIMD mode the mono variables are stored on the CU, and must be transferred to the PEs through the instruction queue or via a separate data bus. An operand fetch of a mono variable would therefore be considered a single operation for which execution-time information is known for both the SIMD and SPMD modes, even though different multiple machine level commands are required to perform the operation under each mode.

In general, the execution time of an operation may be fixed (and known) or data-dependent. For the case of data-dependent operations, a probabilistic model is introduced in Subsection 4.4 to estimate the expected execution time for a block of operations. It is assumed that the necessary statistical information can be estimated empirically and is known a priori. Even if the target architecture for both SIMD and SPMD implementations is virtually identical, as is typically the case for a mixed-mode machine, execution times of the same operation under SIMD and SPMD modes may differ significantly. For example, the expected time required to perform the mono operand fetch described in a previous paragraph would generally be greater under SIMD mode than under SPMD mode.

To estimate the overall execution time of a parallel program, code is examined in terms of constructs and blocks. Constructs include control constructs, such as looping structures and function calls, and data-conditional constructs, such as if-then-else and case statements. For the analysis here, the set of permissible control constructs is restricted to for loops for which the number of iterations, Q, is assumed to be known at compile time. Furthermore, because programs under consideration exhibit characteristics that make them candidates for implementation in SIMD mode (in which all PEs iterate the same number of times) it is also assumed that all PEs executing a loop in SPMD mode iterate the same number of times. In a practical sense, the expected value for Q may be obtained directly from the program source, either directly as a constant in the program, or as information provided to the compiler by the programmer in...
the form of a compiler directive. Alternatively, a sufficiently accurate value for Q might be obtained empirically by executing a prototype version of the parallel program on sample data sets. While time consuming, this empirical approach may be reasonable for production codes.

The set of data-conditional constructs is limited here to if-then-else constructs, where all PEs may or may not perform the same blocks of code, depending on the outcome of a condition test of local PE data. It is assumed that the necessary statistical information regarding the probability that a branch will be taken can be estimated empirically or is obtainable by compiler directives provided by the programmer.

Future work will examine relaxing the restrictions to include other constructs, e.g., while and case statements. It will also investigate methods for obtaining the statistical information assumed to be known here, and for eliminating the assumption that all PEs iterate the same number of times.

Code blocks are the parallel equivalent of the serial basic blocks described in [1]. Blocks of code are identified by their leading statements, called leaders. The first statement in a program is a leader, any statement that becomes the target of a conditional or unconditional branch at the machine code level is a leader, and any statement that follows a conditional branch at the machine code level is a leader. In the approach described here, an additional constraint is used in the determination of blocks: any statement requiring synchronization and any statement that follows a statement requiring a synchronization is a leader, and any statement requiring an inter-PE data transfer and any statement that follows an inter-PE data transfer is a leader. This is an important distinction from the serial definition of a basic block in [1], because synchronization points within an algorithm indicate when PEs are idle, waiting for one or more other PEs to arrive at the synchronization point.

Blocks consist of either pure scalar code or pure parallel code. Scalar blocks consist of instructions that, if performed in SIMD mode, would be executed on the CU (i.e., code that references only mono-valued variables). Parallel blocks consist of instructions to be performed on the PEs in SIMD mode (i.e., code that includes a reference to poly-valued variables). As an example, consider the execution of the loop $i = 1$ to $n$ in SIMD mode, where both $i$ and $n$ are mono-valued variables, and where the loop body contains no references to mono-valued variables. One way to implement the loop is for the CU to perform an end-of-loop test, enqueue the appropriate SIMD instruction blocks to be broadcast to the PEs, perform an induction step, and branch back to the test. In this case, the PE instructions forming the body of the loop would be considered parallel blocks, while the increment and test code would each form a scalar block. Even if that portion of the program were to be executed in SPMD mode, the block definitions are the same as for the SIMD case.

4.3. Description of the Single-Mode Selection Technique

To determine the best single mode for a given program, the program is first transformed into a flow-analysis tree, which is a tree whose structure represents the scope levels within the algorithm. The flow-analysis tree is then used to create an SIMD/SPMD trade-off tree. For both trees, the leaf nodes of the tree represent parallel and scalar code blocks, and the nonleaf nodes correspond to control constructs and data-conditional constructs. The root node represents the scope of the entire program. Initially, only information about the execution times of the leaf nodes is assumed to be known. The proposed technique involves combining this known information to arrive at SIMD and SPMD execution times for the intermediate nodes. The optimal mode determined for the root node represents the "best" mode for the entire program. In this section, it is assumed that both the SIMD and SPMD execution times associated with each leaf node are known constants. In Subsection 4.4, methods are given for estimating SIMD and SPMD execution times for leaf nodes under the assumption that the execution times of the operations are random quantities with known probability distributions.

Figure 2 illustrates how a program is transformed into a preliminary flow-analysis tree. The program on the left side of the figure is composed of two elements, block_a and a for loop. Thus, the root node has two children, one for each of the elements. The for loop is composed of block_b, an if construct, and block_f, each of which is a child of the for node. For the if construct, the then clause is a single block (block_c), and is placed in the preliminary flow-analysis tree as a child of the if node. However, because the else clause is composed of block_d and block_e, an interior node representing the else clause is formed, whose children are the leaves block_d and block_e in Fig. 2. At each
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level in the tree, the sibling blocks are represented in the
same order (left to right) as they appear in the program.
This order dependence becomes important for the analysis
of juxtaposed nodes and the use of SIMD/SPMD opera-
tions together, presented in Subsection 4.5 and Sec-
tion 5, respectively.

To include the overhead required for for and if con-
structs, it is necessary to add nodes to the preliminary
flow-analysis tree. This is illustrated for the previous ex-
ample in Fig. 3.

Associated with each for loop is a block required for
initializing induction variables, and another block re-
quired to execute the induction step for the loop, perform
an end-of-loop test, and conditionally branch back to the
top of the loop. Because the initialization block is exec-
uted only once, it is represented as a separate child of
the root node in Fig. 3, labeled for_init. Because the
increment, test, and conditional branch are executed dur-
ing each iteration of the loop, they are represented by a
single block as the last child of the for node in Fig. 3,
labeled for_test.

Associated with each if construct is a conditional test
(if_test in Fig. 3), performed before either the then
clause or the else clause is executed. There is also spe-
cial processing required at the end of the then clause
(post_then in Fig. 3). In SPMD mode, this is an uncondi-
tional branch performed on each of the PEs for which
the condition is true. In SIMD mode, this corresponds to
disabling those PEs for which the condition is true and
enabling those PEs for which the condition is false (with
nested conditionals handled appropriately). Similarly,
at the end of the else clause in SIMD mode, those PEs
for which the condition is true must be re-enabled
(post_else in Fig. 3). Because there is no correspond-
ing operation required in SPMD, the cost for execut-
ing the post_else in SPMD mode is 0. Because the then
clauses of the if construct is now composed of two
blocks, an interior node is added representing the then
clause, with leaves block_c and post_then as chil-
dren.

After the final flow-analysis tree is formed, the fol-
lowing steps are performed to convert it to an SIMD/SPMD
trade-off tree, as illustrated in Fig. 4:

(1) For each leaf l of the tree, assign an ordered pair
\((T_l^{SIMD}, T_l^{SPMD})\), which represents the times for executing
the block associated with leaf l in SIMD mode and SPMD
mode, respectively.

Steps 2 and 3 are then performed for each nonleaf node in
the order of a depth-first traversal of the tree.

(2) For each nonleaf node d corresponding to a data-
conditional construct, assign the ordered pair \((T_d^{SIMD},
T_d^{SPMD})\), which represents the times for executing
the data-conditional construct at node d, including the time
to execute all the children of d in SIMD mode and SPMD
mode, respectively. To estimate the values of the ordered
pair \((T_d^{SIMD}, T_d^{SPMD})\), consider how data conditionals
are performed in SIMD and SPMD modes. In SIMD mode, if
the conditional test for an if-then-else is true for all
PEs, then only the PE instructions that belong to the
then clause need to be broadcast to the PEs. Similarly,
if the conditional test is false for all PEs, only the else
clause needs to be broadcast. However, if the condition
is true for some PEs and false for others, then the PE
instructions for both the then and else clauses must be
broadcast, effectively serializing the two clauses, as dis-
cussed in Section 3. Let \(P_{then}\) denote the probability that a
PE executes the then clause, let \(P_{else}\) denote the proba-
bility that all PEs execute the then clause, and let \(P_{true}\)
denote the probability that all PEs execute the else
clause. For the special case when the outcomes of the
conditional tests are mutually independent among N PEs,
\(P_{then} = (P_{true})^N\). In general, however, the assumption
of mutual independence cannot be made, and therefore \(P_{then}\)
and \(P_{else}\) must be determined separately. The values of
\(P_{then}, P_{else}\), and \(P_{true}\) can be estimated in a similar manner
to the value of Q as discussed in Subsection 4.1 (e.g.,
empirical data and/or compiler directives). Let \(T_d^{SPMD}\)
be the execution time in SIMD associated with node d, and

---

![Diagram](image-url)

FIG. 4. SIMD/SPMD trade-off tree for the flow-analysis tree in
Fig. 3.
\[ T_{\text{then}}^{\text{SIMD}} = \sum_{u \text{ of then clause}} T_u^{\text{SIMD}} \]

and

\[ T_{\text{else}}^{\text{SIMD}} = \sum_{u \text{ of else clause}} T_u^{\text{SIMD}}. \]

Then the expected time required to perform the if-then-else in SIMD mode can be estimated by

\[ T_d^{\text{SIMD}} = P_{\text{then}} T_{\text{then}}^{\text{SIMD}} + P_{\text{else}} T_{\text{else}}^{\text{SIMD}} + (1 - P_{\text{then}} - P_{\text{else}}) T_{\text{then}}^{\text{SIMD}} + T_{\text{else}}^{\text{SIMD}} \]

\[ = (1 - P_{\text{else}}) T_{\text{then}}^{\text{SIMD}} + (1 - P_{\text{then}}) T_{\text{else}}^{\text{SIMD}}. \]

In contrast to SIMD mode, in SPMD mode each PE independently follows its own control path through the program. The then clause is executed on those PEs where the condition is true, and the else clause is executed on those PEs where the condition is false. Let \( T_u^{\text{SPMD}} \) be the execution time in SPMD associated with node \( u \), and let

\[ T_{\text{then}}^{\text{SPMD}} = \sum_{u \text{ of then clause}} T_u^{\text{SPMD}} \]

and

\[ T_{\text{else}}^{\text{SPMD}} = \sum_{u \text{ of else clause}} T_u^{\text{SPMD}}. \]

Then the expected time to perform the conditional construct in SPMD mode is

\[ T_d^{\text{SPMD}} = P_{\text{then}} T_{\text{then}}^{\text{SPMD}} + (1 - P_{\text{then}}) T_{\text{else}}^{\text{SPMD}}. \]

The estimates for \( T_d^{\text{SIMD}} \) and \( T_d^{\text{SPMD}} \) derived above are expected execution times and will not necessarily be the actual (observed) times for any particular execution. To clarify the meaning and use of the formulas for \( T_d^{\text{SIMD}} \) and \( T_d^{\text{SPMD}} \), consider a simple example. Assume there is a sequence of \( m \) data conditionals with expected execution times \( (T_1^{\text{SIMD}}, T_2^{\text{SIMD}}, \ldots, T_m^{\text{SIMD}}) \), \( (T_1^{\text{SPMD}}, T_2^{\text{SPMD}}, \ldots, T_m^{\text{SPMD}}) \), where the \( T_i^{\text{SIMD}} \) and \( T_i^{\text{SPMD}} \) are mutually independent.

To simplify the illustration, assume that \( p_{\text{then}} = 0.5 \) for all \( m \) conditional tests, that \( T_1^{\text{SIMD}} = T_2^{\text{SIMD}} = T_3^{\text{SIMD}} = T \), and that the conditional tests are mutually independent, which implies that \( P_{\text{then}} = (p_{\text{then}})^m \) and \( P_{\text{else}} = (1 - p_{\text{then}})^m \). Assuming \( N \) is moderately large, the formula for the expected execution time in SIMD mode yields \( T_d^{\text{SIMD}} = T \), \( i \in [1 \cdots m] \). The formula for the expected execution time in SPMD mode yields \( T_d^{\text{SPMD}} = T \), \( i \in [1 \cdots m] \).

The expected execution time for executing all \( m \) conditionals in SIMD mode is therefore approximately \( 2mT \), while the expected execution time for executing all \( m \) conditionals in SPMD mode is \( mT \).

(3) For each nonleaf node \( c \) corresponding to a control construct, assign the ordered pair \( (T_c^{\text{SIMD}}, T_c^{\text{SPMD}}) \), which represents the times for executing the control construct at node \( c \), including the time to execute all the children of \( c \) in SIMD mode and SPMD mode, respectively. In SPMD mode, the control construct is performed entirely on the PEs. In SIMD mode, the control steps are performed on the CU, and then the PE instructions that form the loop body are placed in the instruction queue to be broadcast to the PEs. For SIMD, significant improvement in execution time can be obtained by overlapping the execution of operations on the CU and the PEs, and the need for adding this to the existing model in the future is discussed in Subsection 4.5. Disregarding for the moment the effects of CU/PE overlap, the values of the ordered pair \( (T_c^{\text{SIMD}}, T_c^{\text{SPMD}}) \) can be estimated by

\[ T_c^{\text{SIMD}} = Q \left( \sum_{u \text{ of } c} T_u^{\text{SIMD}} \right) \]

\[ T_c^{\text{SPMD}} = Q \left( \sum_{u \text{ of } c} T_u^{\text{SPMD}} \right), \]

where \( Q \) is the number of iterations in the construct and is assumed to be known, as discussed in Subsection 4.2.

(4) For the node representing the root, assign the ordered pair \( (T_{\text{root}}^{\text{SIMD}}, T_{\text{root}}^{\text{SPMD}}) \), which represents the times for executing the entire program in SIMD mode and SPMD mode, respectively, where

\[ T_{\text{root}}^{\text{SIMD}} = \sum_{u \text{ of root}} T_u^{\text{SIMD}} \]

and

\[ T_{\text{root}}^{\text{SPMD}} = \sum_{u \text{ of root}} T_u^{\text{SPMD}}. \]

If \( T_{\text{root}}^{\text{SPMD}} \leq T_{\text{root}}^{\text{SIMD}} \), then implement the algorithm in SPMD mode, else implement it in SIMD mode.

As an example, consider the SIMD/SPMD trade-off tree in Fig. 4, which corresponds to the flow-analysis tree in Fig. 3. In the tree, the ordered pairs \( (T_u^{\text{SIMD}}, T_u^{\text{SPMD}}) \) are assigned to each of the leaf nodes. For the example, let \( Q = 10 \), \( p_{\text{then}} = 0.5 \), and let \( P_{\text{else}} = P_{\text{else}} = 0 \). The analysis algorithm performs a depth-first traversal beginning at the root node. When the algorithm considers the then clause, it assigns the ordered pair \( (T_{\text{then}}^{\text{SIMD}}, T_{\text{then}}^{\text{SPMD}}) = (8 + 2, 15 + 1) = (10, 16) \). Similarly, for the else clause,
(T^{SIMD}_{\text{tree}}, T^{SPMD}_{\text{tree}}) = (3 + 6 + 2, 5 + 3 + 0) = (11, 8). Then the algorithm considers the leaf node, and assigns the ordered pair (T^{SIMD}_{\text{tree}}, T^{SPMD}_{\text{tree}}) = (10 + 11, 0.5 \times 16 + 0.5 \times 8) = (21, 12). At the for node, the algorithm assigns the ordered pair (T^{SIMD}_{\text{tree}}, T^{SPMD}_{\text{tree}}) = (10 \times (12 + 3 + 21 + 2 + 10), 4 + 12 + 4 + 100) = (480, 380). For the root node, the ordered pair (7 + 5 + 480, 12 + 6 + 380) = (492, 398) is assigned, indicating that SPMD mode is best suited for this program.

4.4. A Probabilistic Model for Data-Dependent Operation Execution Times

The technique of Subsection 4.3 for estimating the execution time of a program operating in either SIMD mode or SPMD mode assumes that the execution times T^{SIMD} and T^{SPMD} are known constants for each leaf node \( l \) in the flow-analysis tree. While the leaf blocks do not contain conditional or control statements, times for these blocks may be data-dependent if the block includes instructions whose execution times are data-dependent (e.g., floating point addition). In this subsection, a probabilistic model to account for the uncertainty in the execution times of the blocks of code associated with the leaf nodes of the flow-analysis tree is considered.

The model presented here can be used as a basis for describing the general behavior of code segments whose execution time is data-dependent. The model does not attempt to completely describe program behavior. Instead, it seeks to estimate expected execution times for individual code segments. Of particular interest is the difference between the expected execution time of a parallel code block across all PEs and the expected execution time of the same block for the PE which takes the most time to complete execution of the block. This difference represents a cost associated with performing a synchronization across PEs.

Let \( k_l \) denote the number of operations in the block of code associated with the leaf node \( l \). Label the operations in the block of code associated with the leaf node \( /a 0, 1, \ldots, k_l - 1 \). For each leaf node \( l \), define an array of continuous random variables denoted by \( X_{ij} ', i \in \{ 0, 1, \ldots, k_l - 1 \}, j \in \{ 0, 1, \ldots, N - 1 \} \), where \( N \) is the number of PEs executing that block. The value of the random variable \( X_{ij} \) corresponds to the execution time of operation \( /i \) executing on PE \( j \). In a mixed-mode machine, where all of the PEs are of the same architecture, it may be reasonable to assume that the probability distribution of the random variable \( X_{ij} \) is the same, regardless of the mode of execution of operation \( i \). Examples of operations whose times will differ include statements that require the accessing of mono variables, for reasons discussed earlier, and inter-PE transfers, where the software overhead for SPMD is much greater than for SIMD. To ease the notational burden, this possible distinction in the distribution of \( X_{ij} \) for SIMD and SPMD is not explicitly indicated, but implied.

The expected value of the random variable \( X_{ij} \), i.e., \( E[X_{ij}] \), is assumed to exist and is denoted by \( \mu_{ij} \). The variance of the random variable \( X_{ij} \), i.e., \( E[(X_{ij} - \mu_{ij})^2] \), is assumed to exist and is denoted by \( (\sigma_{ij})^2 \). Recall that the expected value of a function of a continuous random variable \( X \), say \( g(X) \), is defined by \( E[g(X)] = \int_\alpha \int_\beta g(x)f(x)dx \), where \( f(x) \) is the probability density function for the random variable \( X \) [32].

For the purpose of this paper, it is assumed that the random variables \( X_{ij} \) are mutually independent for all \( i \in \{ 0, 1, \ldots, k_l - 1 \}, j \in \{ 0, 1, \ldots, N - 1 \} \). Furthermore, it is assumed that for each \( i \in \{ 0, 1, \ldots, k_l - 1 \}, \) the random variables \( X_{ij} \) are independent and identically distributed for all \( j \in \{ 0, 1, \ldots, N - 1 \} \). Thus, for each value of \( i, \mu_{ij} \) will be denoted as \( \mu_i \) and \( (\sigma_{ij})^2 \) will be denoted as \( (\sigma_i)^2 \).

The random variable for the execution time associated with implementing a block of \( k_l \) operations in SIMD mode is defined by the following transformation (the "sum of the maxs" referred to in Section 3):

\[
X^{SIMD}_l = \sum_{i=0}^{k_l-1} (\max_{j=0}^{N-1} \{ X_{ij} \}).
\]

The random variable for the execution time associated with implementing a block of \( k_l \) operations in SPMD mode is defined by the following transformation (the "max of the sums" referred to in Section 3):

\[
X^{SPMD}_l = \max_{j=0}^{N-1} \left\{ \sum_{i=0}^{k_l-1} X_{ij} \right\}.
\]

The above formula assumes that the PEs are synchronized both when they enter and when they exit the block associated with leaf node \( l \). If the block is preceded and/or followed by a SPMD block that does not require synchronization, then this formula represents a worst case estimate.

If the probability distribution for each \( X_{ij} \) is assumed to be known, then it is possible (although tedious) to determine the exact probability distribution for both \( X^{SIMD}_l \) and \( X^{SPMD}_l \). For the purposes of the present paper, only bounds for the expected values of these random variables will be determined. Upper bounds for \( E[X^{SIMD}_l] \) and \( E[X^{SPMD}_l] \) are derived next.

The expected value of \( X^{SIMD}_l \) is given by:

\[
E[X^{SIMD}_l] = E \left[ \sum_{i=0}^{k_l-1} \max_{j=0}^{N-1} \{ X_{ij} \} \right].
\]

By the linearity of the \( E[\cdot] \) operation, it follows that

\[
E[X^{SIMD}_l] = \sum_{i=0}^{k_l-1} E \left[ \max_{j=0}^{N-1} \{ X_{ij} \} \right].
\]
Because for each \( i \in \{0, 1, \ldots, k_i - 1\} \) the random variables \( X'_1 \) are independent and identically distributed with mean \( \mu'_i \) and variance \( (\sigma'_i)^2 \) for all \( j \in \{0, 1, \ldots, N - 1\} \), a standard result from order statistics [13] can be applied to bound each term in the summation of Eq. 1. In particular,

\[
E\left[ \max_{j \in \{0, 1, \ldots, N-1\}} \{X'_i\} \right] \leq \mu'_i + \sigma'_i \left( \frac{N - 1}{2(N - 1)^{1/2}} \right).
\]

Thus, it follows that

\[
E[X'_{\text{SIMD}}] \leq \sum_{i=0}^{k-1} \mu'_i + \left( \frac{N - 1}{2(N - 1)^{1/2}} \right) \sum_{i=0}^{k-1} (\sigma'_i)^2.
\]

(2)

Next, an upper bound for \( E[X'_{\text{SPMD}}] \) is derived. Define \( S'_j = \sum_{i=0}^{k'_j} X'_i \), for each \( j \in \{0, 1, \ldots, N - 1\} \). Thus, the random variable \( X'_{\text{SPMD}} \) can be expressed as

\[
X'_{\text{SPMD}} = \max_{j \in \{0, 1, \ldots, N-1\}} \{S'_j\}.
\]

Because of the independence assumption, the expected value and variance of the random variables \( S'_j \) are given by \( \sum_{i=0}^{k'_j} \mu'_i \) and \( \sum_{i=0}^{k'_j} (\sigma'_i)^2 \), respectively. The upper bound result from [13] can be applied to bound \( E[X'_{\text{SPMD}}] \), as follows:

\[
E[X'_{\text{SPMD}}] \leq \sum_{i=0}^{k-1} \mu'_i + \left( \frac{N - 1}{2(N - 1)^{1/2}} \right) \sum_{i=0}^{k-1} (\sigma'_i)^2.
\]

(3)

The upper bounds for \( E[X'_{\text{SIMD}}] \) and \( E[X'_{\text{SPMD}}] \) could be used to approximate the execution times \( T'_{\text{SIMD}} \) and \( T'_{\text{SPMD}} \), assumed to be given constants in the previous subsection. Determining the actual distributions for the random variables \( X'_{\text{SIMD}} \) and \( X'_{\text{SPMD}} \) could give a better indication of what the fundamental trade-offs are between the SIMD and SPMD modes. For instance, the exact value for the mean and variance of \( X'_{\text{SIMD}} \) and \( X'_{\text{SPMD}} \) could be computed. In certain applications, a moderate mean execution time with an associated small variance may be preferred over a smaller mean execution time with a relatively large variance.

The above difference between SIMD and SPMD involves just one aspect of the relationship between these two modes of parallelism. There are other trade-offs, as discussed in Section 3, that must also be included in a determination of the best mode to use.

4.5. Effects of Block Juxtaposition

The total execution time for all children of a nonleaf node is estimated in Subsection 4.3 as the sum of the associated execution times. This estimate can be sharpened by considering the effects of juxtaposing blocks of code in either the SIMD or SPMD mode.

Consider first the case of estimating the total SIMD execution time for several sibling blocks. One factor that can have a significant effect is the overlapped execution of operations on the CU and PEs while in SIMD mode. A detailed analysis and explanation of CU/PE overlap, such as that presented in [28], is beyond the scope of this paper; however, the effect of CU/PE overlap can be accounted for in the present framework by using a simplified model. Consider a sequence of \( m \) blocks of code, say \( B_1, B_{j+1}, \ldots, B_{j+m} \), where each block is a pure parallel code block or pure scalar code block. Let \( \text{Ov}(B_1, B_{j+1}, \ldots, B_{j+m}) \) denote the amount of execution time overlap among the blocks. Thus, the total execution time for a sequence of \( m \) such blocks in SIMD mode is given by

\[
T_1, \ldots, j+m = \sum_{j=1}^{i=m} T_j - \text{Ov}(B_{j+1}, \ldots, B_{j+m}),
\]

which represents the difference between the sum of the expected execution times of each of the blocks and the CU/PE overlap as a result of the juxtaposition of those blocks in SIMD mode.

As an example, consider Fig. 5, where two parallel blocks, a and c, are to be performed on the PEs, and block b is to be performed on the CU in SIMD mode. Blocks a and b require a total of 5 time units; however, the CU and the PEs overlap execution for 1 time unit. Similarly, although blocks b and c require a combined total of 6 time units, they also overlap execution for 1 time unit. For this example, \( \text{Ov}(a, b, c) = 2 \), \( T_{b, a, c} = T_b + T_c - \text{Ov}(a, b, c) = 2 + 3 + 3 = 6 \).

In SPMD mode, PEs may need to perform some type of synchronization at the end of a block. The cost of synchronizing is related to the amount of processing performed since the previous synchronization.

For this paper, \( T'_{j+m, j+m} \) and \( T'_{j+m, j+m} \) are approximated by the sum of the (known or estimated) individual block execution times, i.e., \( T'_{j+m, j+m} = \sum_{i=0}^{k'_j} T'_{i, j+m} \) and \( T'_{j+m, j+m} = \sum_{i=0}^{k'_j} T'_{i, j+m} \). Extending the probabilistic model of Subsection 4.4 to describe the probability distributions of the execution times of all types of leaf and nonleaf nodes is possible but not straightforward.

For example, consider the case of a sequence of two or
more nodes to be implemented in SPMD mode. If no synchronization is required between nodes, then a smaller than expected execution time may result, because of the effect of the macro-level "sum of maxs" versus "max of sums" property described in Section 3. For a practical implementation, an extension of the concepts presented in Section 4.4 is needed.

4.6. Summary of Single-Mode Model

In this section, a model for determining the single mode of parallelism for which execution time is minimized has been described. Beginning with a program written in a mode-independent language, and given basic information about the execution time of the operations that are included in the language, useful execution time information for blocks within the program can be estimated. Employing a set of rules, block information is used to determine how fast a program will execute under either the SIMD or SPMD mode of parallel processing. This comparison technique can be used at compile time to determine which single-mode implementation on a mixed-mode machine would result in the minimum execution time.

5. MIXED-MODE ANALYSIS

5.1. Assumptions and Definitions

In mixed-mode systems, it is possible for some portions of a single parallel algorithm to be implemented in SIMD mode, and other portions of the same program to be executed in SPMD mode. The programmer can select the mode of parallelism best suited for each segment of the program. The analysis of single-mode parallel programs developed in the previous section is expanded here for the implementation of data-parallel programs in SIMD/SPMD mixed-mode environments. In this section, an algorithm that may use both SIMD and SPMD modes will be referred to as a mixed algorithm.

The execution time estimation technique for mixed-algorithm programs is a generalization of the single-mode case. For the analysis in this section, several simplifying assumptions are made on the selection of modes within a program.

First, leaf blocks are assumed to be implemented completely in either SIMD mode or SPMD mode. Given that block boundaries are defined by control-flow and data-conditional constructs, synchronizations, inter-PE data transfers, and CU operations that can be overlapped in SIMD mode, there is no benefit in changing modes within a leaf block. Mode changes are therefore allowed only at inter-block boundaries.

Another assumption is that, if a block is to be executed more than once, i.e., as part of a looping construct, the mode of parallelism for that block is the same for all iterations. Because there are no branches or targets of branches within a block, and no inter-PE transfers or synchronization points within a block, there is no perceived advantage for the same block to execute in different modes from iteration to iteration; i.e., if a given mode is better for one instance of a block, it should be better for all instances.

Additionally, all blocks that comprise each data-conditional construct are to be implemented in the same mode of parallelism; i.e., for each if construct, all the blocks within the construct are either implemented in SIMD mode, or they are all implemented in SPMD mode. This assumption is necessary because mode changes within data-conditional constructs can translate into operations that cannot be implemented without excessive execution-time overhead. For example, consider an SPMD data-conditional construct with an embedded SIMD block. Because each PE independently performs a test to determine whether to perform the then clause or the else clause of a data-conditional construct, the CU cannot know which PEs are performing each clause. The CU therefore cannot know when all the appropriate PEs have arrived at the SIMD block, because some PEs may never execute the clause that contains the SIMD block. The situation can become worse when conditionals are nested. This type of problem led to the operational constraint of the mixed-mode model, given in Section 2, that all PEs must be in the same mode at a given point in time.

Finally, it is assumed that each iteration of a loop must begin and end execution in the same mode of parallelism. Consider, for example, a sequence of blocks that comprise the body of a loop, such that the first block is implemented in SIMD mode and the last block is implemented in SPMD mode. Between each successive iteration of the loop, a mode switch from SPMD to SIMD is required to allow the PEs to perform the first block of the next iteration. Because the last block does not end in the same mode as the first block, a mode switch is added at the beginning of the loop body.

5.2. Optimal Selection of Modes for Mixed Algorithms

To perform the execution time analysis and optimization for a mixed algorithm, an SIMD/SPMD trade-off tree is constructed, where, as before, each block in the program is a leaf node and the data-conditional and control constructs form the interior nodes, with the root node representing the scope of the entire program. For mixed algorithms, the mode of parallelism may be changed between adjacent sibling nodes, with an appropriate cost. These mode changes are not nodes and are not represented in the SIMD/SPMD trade-off tree.

For the following discussion, let the ordered pair \((T_{\text{SIMD}}, T_{\text{SPMD}})\) represent the minimum mixed-algorithm execution time estimate for a nonleaf node \(n\), where \(n\) is not the root for the entire program, i.e., for a subtree with root \(n\) that begins and terminates execution in one of SIMD or SPMD, respectively, but may switch modes zero or more times during execution. The values
for $\tau^{\text{SIMD}}_{\text{mixed}}$ and $\tau^{\text{SPMD}}_{\text{mixed}}$, include the time required for any mode switches that are performed. In the SIMD/SPMD trade-off tree, interior nodes can represent if constructs, then and else clauses, and for constructs. Recall that for nonleaf nodes corresponding to descendants of data-conditional constructs, mode changes are disallowed. Therefore, for nodes corresponding to if, then, and else nodes, $T^{\text{SIMD}}_{\text{mixed}}$ and $T^{\text{SPMD}}_{\text{mixed}}$ represent the estimated execution time for that node purely in SIMD or purely in SPMD, which can be determined using the techniques given in Section 4. Recall that for a sequence of nodes that are children of a for construct, the modes of the nodes can differ. However, the first and last nodes must be implemented in the same mode of parallelism or a mode switch must be added before the first node. Therefore, the mode of the for subtree is defined to be that of the last node that is a child of that for node. Thus, the only subtree that does not necessarily begin and terminate in the same mode is the node corresponding to the root of the entire program.

There is a cost $C^{\text{SIMD}}$ associated with switching to SIMD mode, and a cost $C^{\text{SPMD}}$ associated with switching to SPMD mode. The values of $C^{\text{SIMD}}$ and $C^{\text{SPMD}}$ are assumed to be known constants. The value of $C^{\text{SIMD}}$ is determined by the execution time of the mode switching hardware and software, and does not include the time it takes between the first PE reaching the mode change synchronization point and the last PE reaching that point. Although the time to synchronize PEs is generally not a fixed constant because it depends on the amount of processing performed, since the last synchronization, for the purposes of this framework a “typical” synchronization time is assumed to be included in the cost $C^{\text{SIMD}}$ associated with switching to SIMD mode. Explicitly including these times into the analysis relates to the discussion in Subsection 4.3 and is beyond the scope of this paper.

For the case of a heterogeneous suite of parallel machines, $C^{\text{SIMD}}$ and $C^{\text{SPMD}}$ will typically not be constants and will generally be greater than for a single mixed-mode machine, because data may have to be moved between machines. The application of this technique under the relaxed assumption of nonconstant mode-switching costs for a heterogeneous suite of parallel machines is currently under study [40].

The methodology of Subsection 4.3 is adapted below for analyzing mixed algorithms. The following steps are performed to determine the execution times for all nodes:

1. For each leaf $l$ of the tree, assign an ordered pair $(T^{\text{SIMD}}_{\text{mixed}}, T^{\text{SPMD}}_{\text{mixed}})$, where $T^{\text{SIMD}}_{\text{mixed}}$ is the SIMD execution time estimate for block $l$, and $T^{\text{SPMD}}_{\text{mixed}}$ is the SPMD execution time estimate for block $l$, determined as in the single-mode analysis presented in Section 4.

Steps 2 and 3 are performed for each nonleaf node in the order of a depth-first traversal of the tree:

2. For each nonleaf node $d$ corresponding to a data-conditional construct, assign an ordered pair $(T^{\text{SIMD}}_{\text{mixed}}, T^{\text{SPMD}}_{\text{mixed}})$, which represents the times for executing the data-conditional construct at node $d$, including the time to execute all the children of $d$. Analogous to the single-mode case presented in Subsection 4.3, an estimate for $(T^{\text{SIMD}}_{\text{mixed}}, T^{\text{SPMD}}_{\text{mixed}})$, is given by

$$T^{\text{SIMD}}_{\text{mixed}} = (1 - P_{\text{else}}) T^{\text{SIMD}}_{\text{mixed-then}} + (1 - P_{\text{then}}) T^{\text{SIMD}}_{\text{mixed-else}}$$

$$T^{\text{SPMD}}_{\text{mixed}} = P_{\text{then}} T^{\text{SPMD}}_{\text{mixed-then}} + (1 - P_{\text{then}}) T^{\text{SPMD}}_{\text{mixed-else}}$$

Because of the single execution-mode constraint assumed for data-conditional constructs, $T^{\text{SIMD}}_{\text{mixed-then}} = T^{\text{SIMD}}$ and $T^{\text{SIMD}}_{\text{mixed-else}} = T^{\text{SIMD}}$, and $T^{\text{SPMD}}_{\text{mixed-else}} = T^{\text{SPMD}}$, and the above equations reduce to the single-mode case. The formula used for $T^{\text{SIMD}}_{\text{mixed-then}}$ is the expected time for each PE to execute the data-conditional construct at node $d$, and not necessarily the maximum time taken over all PEs for a given execution. Thus, the value of $T^{\text{SIMD}}_{\text{mixed-then}}$ does not account for the time to synchronize the PEs for the case where the mode following node $d$ is executed in SIMD mode.

3. (Case a) For each nonleaf node $c$ corresponding to a control construct that is not in a subtree with a data-conditional construct as its root, assign an ordered pair $(T^{\text{SIMD}}_{\text{mixed}}, T^{\text{SPMD}}_{\text{mixed}})$, which represents the times for executing the control construct at node $c$, beginning and ending in SIMD and SPMD modes, respectively, including the time to execute all the children of $c$. Let the ordered pair $(T^{\text{SIMD}}_{\text{mixed-iteration}}, T^{\text{SPMD}}_{\text{mixed-iteration}})$ represent the minimum mixed-algorithm execution time estimate for a single iteration of the loop corresponding to node $c$. Because the last block in the loop is the for_test, and because the first and the last block must be in the same mode of parallelism, $T^{\text{SIMD}}_{\text{mixed-iteration}}$ corresponds to performing the for_test in SIMD on the CU, and $T^{\text{SPMD}}_{\text{mixed-iteration}}$ corresponds to performing the for_test in SPMD on the PEs. Recall that $Q$ is the number of iterations of the loop to be executed.

Then $(T^{\text{SIMD}}_{\text{mixed}}, T^{\text{SPMD}}_{\text{mixed}})$ is given by

$$T^{\text{SIMD}}_{\text{mixed}} = Q \times T^{\text{SIMD}}_{\text{mixed-iteration}}$$

$$T^{\text{SPMD}}_{\text{mixed}} = Q \times T^{\text{SPMD}}_{\text{mixed-iteration}}$$

Recall that if the first node of a loop body and the for_test are in different modes, a mode switch is inserted before the first node in the loop body. This may lead to an unneeded mode switch for the first iteration. This situation is described in detail below.

Case (b). If node $c$ is the descendant of a node corresponding to an if construct, then only pure SIMD and pure SPMD implementations are considered, and the equations for the single-mode analysis methodology are used instead.

4. (For the node representing the root, assign the ordered quadruple $(T^{\text{SIMD}}_{\text{root}}, T^{\text{SIMD}}_{\text{SPMD}}, T^{\text{SIMD}}_{\text{SPMD}}, T^{\text{SIMD}}_{\text{root}})$, where $T^{\text{SIMD}}_{\text{SPMD}}$ corresponds to the minimum mixed-algorithm execution time required to perform all the children of the root node, beginning in mode X and
ending in mode $Y$ (where zero or more mode switches can occur between $X$ and $Y$). Thus, it is possible for the root node to avoid a final mode change. The minimum quadruple value then represents the best mixed-mode implementation.

As the SIMD/SPMD trade-off tree is traversed, the deepest levels of the tree are combined by employing the above steps. As the analysis works its way up the tree, higher levels are combined, until only the root is represented. Then the parallel mode for each segment of the program can be assigned.

One effect that must be considered when traversing the tree is the possibility of adding unnecessary mode switches when going from the for_init block to the first child in the loop body of a for node. For example, consider a for construct such that the for_init block is implemented in SPMD, the first child in the loop body for the for node is implemented in SPMD, and the for_test block (the last child of the for node) is implemented in SIMD, as illustrated in Fig. 6a. Because the last and first nodes are performed one after the other when iterating over the loop, a mode switch from SIMD to SPMD is required before executing the first node. Additionally, by the definition of a for loop node, the mode of the for node is the same as that of the for_test in the loop (as stated in Subsection 5.1). Thus, a mode switch from the SPMD for_init node to the SIMD for node is inserted before the first iteration of the loop body. However, immediately after the execution of the for_init, and before the first iteration, the parallel system is already in SPMD mode, which is the mode of parallelism required for the first node in the loop body. By detecting this case, the mode switch from SPMD to SIMD and from SIMD back to SPMD can be avoided for the first iteration, as illustrated in Fig. 6b. Thus, it is beneficial for the analysis to recognize this case and to remove mode switches that are not needed for the first iteration of the loop from the time-cost estimate.

One element of the analysis not addressed, which should be included in a practical implementation of the techniques presented here, is the effect of implementing a sequence of two or more nodes in SPMD mode. Recall from Subsection 4.5, if an SPMD node is directly followed by another SPMD node with no intervening synchronization, then a reduced execution time may result, due to the macrolevel "sum of maxs" versus "max of sums" effect described in Section 3. This effect is particularly applicable to the estimated execution time of for constructs. Thus, for a practical implementation, an extension of the concepts presented in Subsection 4.4 is needed, where such adjacent SPMD nodes are treated as a single node for the purposes of the type of analysis discussed in that subsection.

5.3. Computational Aspects of Optimal Selection of Modes for Mixed Algorithms

Exhaustively testing all possible implementations to find the minimum mixed-algorithm execution time for a node with $m$ children would require testing $2^m$ combinations. For nodes with many children, this approach is impractical; therefore, an efficient method of finding the minimum execution time is needed when $m$ becomes large.

An efficient way of computing $(T^{\text{SIMD}}, T^{\text{SPMD}})$ is to transform the subtree rooted at $n$ into a multistage optimization problem. In multistage optimization problems, proceeding to stage $j + 1$ is possible only by passing through stage $j$. There is a cost associated with proceeding from stage $j$ to stage $j + 1$, depending on the initial
state (at stage \( j \)) and the final state (at stage \( j + 1 \)). In a multistage optimization graph, each state in each stage is represented by a vertex, and edges connecting vertices in stage \( j \) to vertices in stage \( j + 1 \) indicate valid transitions, each with an associated cost. The goal of a multistage optimization problem is to find the minimum cost path between the initial and final stages, e.g., see [2, 10].

Multistage optimization problems can be solved using Moore’s algorithm [30] (a variant of Dijkstra’s algorithm [14]) in \( s - 2 \) iterations for an \( s \)-stage problem. In each iteration, two successive stages of the multistage optimization graph are reduced to a single stage, so that at the end of \( s - 2 \) iterations only the initial and final stages remain, with connecting edges indicating the minimum cost from each of the states in the initial stage to each of the states in the final stage.

An example of a general multistage optimization problem and its solution is illustrated in Fig. 7. Initially, there are four stages, numbered from 0 to 3. In the first iteration, for each vertex \( g \) in stage 0, a minimum path is found from \( g \) to each vertex \( h \) in stage 2, passing through stage 1. Stage 1 is then removed from the graph, and new edges are drawn from vertices in stage 0 to vertices in stage 2, indicating the minimum cost to proceed from stage 0 to stage 2 for each possible \((g, h)\) pair. The multistage optimization algorithm is applied again, and the problem is reduced to two stages, indicating the minimum cost to proceed from each initial state to each final state. By recording the minimum paths selected during each iteration of the algorithm, the path through the entire multistage problem resulting in the minimum cost for each initial/final pair is obtained. The correctness of the optimization algorithm is based on the principle that all subpaths along an optimal (i.e., shortest) path must themselves be optimal.

To find the minimum execution time for all the children of a node in the SIMD/SPMD trade-off tree, let a stage and the edges exiting that stage in a multistage optimization graph correspond to a single child node. Let each mode of parallelism represent a separate state within each stage. Let the cost associated with each edge correspond to the cost of performing that node in SIMD mode or SPMD mode. Then, before the representation of each node in the multistage graph, include a stage and associated edges representing the cost of a possible mode switch between nodes.

As an example, consider the transformation illustrated in Fig. 8a. To find the minimum mixed algorithm execution time for a sequence of sibling nodes, each node is modeled as three stages of a multistage graph (numbered 0 to 2 in Fig. 8a) and then joined together to form a multistage optimization graph for the entire sequence of nodes. In each stage, the upper vertex represents SIMD mode, while the lower vertex represents SPMD mode. For stage 0 and its associated edges, a possible mode change is represented. The edge from the upper vertex in the stage 0 to the lower vertex in stage 1 is labeled with the cost of switching from SIMD to SPMD mode. Similarly, the cost of switching from SPMD to SIMD is indicated as the label for the edge from the lower vertex in stage 0 to the upper vertex in stage 1. There is zero cost for remaining in the same mode of parallelism. The edges from stage 1 to stage 2 in Fig. 8a represent the cost of executing the node in each mode. Figure 8b illustrates transforming an SIMD/SPMD trade-off tree with three children into a multistage optimization graph. The ordered pair \((T_{\text{SIMD}}, T_{\text{SPMD}})\) is obtained from the solution of the multistage optimization problem shown in Fig. 8b.

A node with \( m \) children is represented by a multistage optimization problem with \( 2m + 1 \) stages: \( m \) stages to represent the nodes, \( m \) stages to represent possible mode switches, and one stage to represent the final states at the end of the multistage optimization graph. Thus, \( 2m + 1 - 2 = 2m \) iterations of Moore’s algorithm are required to find a solution. For each iteration corresponding to a reduction of the solved portion of the graph with a possible mode switch, \( 2^{m} = 4 \) comparisons and \( 2^{m} = 4 \) assignments are needed, while for each iteration corresponding to a reduction of the solved portion of the graph with a node execution, no comparisons and \( 2^{m} = 4 \) assignments are needed. Thus, finding the minimum mixed-algorithm execution time by this approach has a sequential time complexity of \( 8m + 4m = 12m = O(m) \) time.

By recording the minimum paths selected at each iteration, the mode of parallelism for each stage is selected. Each edge in the minimum-cost path selected corresponds to performing a node in SIMD, performing a node in SPMD, performing a mode switch, or staying in the same mode. When the multistage optimization is completed for all the children of a node in the SIMD/SPMD trade-off tree, the execution time information is used to generate the execution time for the parent node. The mul-
5.4. An Example of Optimal Mixed-Algorithm Selection

As an example of an optimal assignment of modes to the segments of a data-parallel program, consider the SIMD/SPMD trade-off tree in Fig. 9, composed of a for loop, where one of the nodes of the loop is an if construct (the first child of the root node is the for_init for the for loop). For this example, let \( Q = 10 \), \( C^\text{SIMD} = 4 \), and \( C^\text{SPMD} = 2 \). For the if construct, assuming that the outcome of the conditional tests are not mutually independent, let \( P_{\text{then}} = 0.1 \), \( P_{\text{else}} = 0.1 \), and \( P_{\text{err}} = 0.8 \).

In Fig. 9a, the SIMD/SPMD trade-off tree for the program is shown, where the ordered pairs for the leaf nodes have been determined. After the first transformation, the leaf nodes for the then clause have been combined to a single node, illustrated in Fig. 9b. Because the then node is part of a data-conditional construct, the ordered pair \( (T^\text{SIMD}, T^\text{SPMD}) \) is simply the ordered sum of its children, \((8 + 20 = 2, 10 + 17 = 3) = (30, 30)\). Similarly, for the else clause, the ordered pair \( (T^\text{SIMD}, T^\text{SPMD}) \) is \((5 + 5, 18 + 12) = (10, 30)\).

In Fig. 9c, an ordered pair for the if construct can then be found, as indicated in step 2. Specifically:

\[
T^\text{SIMD}_{\text{mixed}} = (1 - P_{\text{else}})T^\text{SIMD}_{\text{mixed-then}} + (1 - P_{\text{then}})T^\text{SIMD}_{\text{mixed-else}} = (0.2 \times 30) + (0.9 \times 10) = 15
\]

\[
T^\text{SPMD}_{\text{mixed}} = P_{\text{then}}T^\text{SPMD}_{\text{mixed-then}} + (1 - P_{\text{then}})T^\text{SPMD}_{\text{mixed-else}} = (0.1 \times 30) + (0.9 \times 30) = 30.
\]

The ordered pair \( (T^\text{SIMD}_{\text{mixed}}, T^\text{SPMD}_{\text{mixed}}) \) can then be found using the multistage optimization approach and step 3. Using the multistage optimization approach for the children of the if construct, it is determined that \( T^\text{SIMD}_{\text{mixed-iteration}} \), the minimum execution time for a single iteration beginning and ending in SIMD, is obtained by implementing the first block in SPMD mode, the i f construct is SIMD mode, and the last block in SIMD mode. There will need to be a mode switch before the if node \( C^\text{SIMD} \) and before the first node of the loop body \( C^\text{SPMD} \). Thus,

\[
T^\text{SIMD}_{\text{mixed-iteration}} = C^\text{SIMD} = (2 + 10) + C^\text{SIMD} = 4
\]

\[
= (15, 30) + (15, 5)
\]

\[
= 2 + 4 + 15 + 15 = 38.
\]
The multistage optimization approach also determines that for $T_{SPMD}^{mixed-init}$, the first block is implemented in SPMD mode, the if-else construct in SIMD mode, and the last block in SPMD mode:

$$T_{SPMD}^{mixed-init} = (10, 2) + C^{SIMD}(=4) + (15, 30) + C^{SPMD}(=2) + (15, 5) = 2 + 4 + 15 + 2 + 5 = 28.$$  

Applying step 3 yields:

$$T_{SIMD}^{mixed-init} = Q \times T_{SIMD}^{mixed-init} = 10 \times 38 = 380$$

$$T_{SPMD}^{mixed-init} = Q \times T_{SPMD}^{mixed-init} = 10 \times 28 = 280.$$  

This is shown in Fig. 9d.

By applying step 4, using the multistage optimization approach, and including mode switch costs the values for the root node are obtained:

$$(T_{root}^{SIMD}, T_{root}^{SIMDSPMD}, T_{root}^{SPMDSIMD}, T_{root}^{SPMDSPMD}) = (386, 288, 383, 285).$$

This is shown in Fig. 9e.

To determine the value of $T_{root}^{SPMDSIMD}$, the first node in Fig. 9d, representing the for init, requires a time of 5 in SIMD. The second node, representing a for loop to be executed in SPMD, requires 380. However, the calculation of the value of 380 for the body of the for loop includes the cost of switching from SIMD to SPMD needed at the beginning of the loop body. This mode switch can be bypassed, as discussed in Subsection 5.2 and illustrated in Fig. 6, saving 2 time units. Thus, $T_{root}^{SPMDSIMD} = 5 - 2 + 380 = 383$.

For comparison, the estimated execution time for a pure SIMD or pure SPMD implementation for this example is 406 and 375, respectively.

The mode of parallelism for each portion of the tree can then be chosen, as illustrated in Fig. 10. For this example, the first child and the last child of the for node are implemented in SPMD mode. Because the last child of the for node is implemented in SPMD, by definition the for construct is implemented in SPMD. The if-else node and all its descendents are implemented in SIMD mode.

6. SUMMARY AND FUTURE WORK

The block-based mode selection model proposed in this paper establishes a framework on which to build static source-code analysis techniques for the selection of parallel modes in a mixed-mode context. The model consists of an algorithm for determining information in an SIMD/SPMD trade-off tree, which is then combined using a set of rules and by employing a multistage optimization technique to determine the minimum mixed-algorithm execution time for a sequence of nodes. With this approach, parallel programs written in a mode-independent language can be executed on a mixed-mode machine with each program segment using the most appropriate mode of parallelism for minimum total program execution time.

There are various extensions to the model that form the basis for future work. The set of control and data-conditional constructs can be expanded to include other useful constructs, e.g., while statements, case statements, and function calls. The probabilistic model intro-
duced in this paper can be enhanced to consider more fully the effect of juxtaposed blocks on overall execution time. The framework can also include a more complete model of CU/PE overlap for SIMD operation. Other research may involve more practical aspects of the analysis, for example, the details of incorporating the techniques presented here into a parallel compiler. Methods for estimating the parameters used in the model, when they are not deterministic, must be developed.

For a practical implementation in a heterogeneous environment composed of a suite of parallel machines, the time to move data among machines will not be a constant for all blocks, and decisions at one point will impact the quantity future data movements and thus the amount of time required for intermachine data transfers. Therefore, an important extension to this study is to examine the case where the cost of switching machines/modes is not constant, but depends on the size, location, and usage of data within the program [40].

Another research area that is the subject of future work is the impact on the analysis of including computation models other than SIMD and SPMD, e.g., MIMD and vector processing. The incorporation of other parallel/vector models would form the basis for future efforts to provide programming tools for heterogeneous systems.
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