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Abstract—A new gradient projection algorithm using iterative aggregation and disaggregation is proposed and analyzed for box-constrained minimization problems. In a distributed computation model, the algorithm is shown to converge. As an important application, we also show how the algorithm is applied to optimal routing in a large interconnected data communication network. The aggregation/disaggregation method proposed results in a multilevel hierarchical clustering of a large network, which naturally fits the hierarchical topological structure of large networks. An implementation of the algorithm for a 52-node network shows that the serial version of the algorithm has a savings of 35 percent of the computational time as compared to a path-formulated gradient projection code developed by Bertsekas, Gendron, and Tsai, which is among the fastest existing programs for path-formulated optimal routing.

I. INTRODUCTION

ONE interesting class of optimization problems is the one with nonnegativity constraints (i.e., box-constraints) on the variables. For this class of problems, an efficient descent algorithm is the gradient projection (GP) algorithm of the Goldstein–Levitin–Polyak type [14]. On the other hand, one attractive general methodology of solving large-scale computational problems uses iterative aggregations: the so-called iterative aggregation–disaggregation (IAD) methods by the Soviet researchers [1], [5], [6], [9], also known as the aggregation methods by Miranker and colleagues [3], [12].

IAD methods have been shown to accelerate classical algorithms; for example, the multigrid method [11] for discretized elliptic partial differential equations (PDE's), which is based on a similar idea, is known to be the fastest IAD method and have been applied to linear systems of equations [2], [4], [5], eigenvalue problems [3], and nonlinear, and dynamic programming problems [1], [6]–[8]. Among all these applications, the multigrid method is the most mature and fully developed, while the IAD methods for other application areas need to be more fully developed to realize their potential.

Here we propose an algorithm which is called IAD–GP because it combines both the features of IAD and the GP methods. IAD methods can be further classified into multilevel and one-level methods. Also, the aggregation methods reduce the problem size, and thus reduce the computation time. In this paper, we shall concentrate on the two-level methods [1] since the two-level methods reflect the essence of the multilevel and one-level methods.

As an important application, we also show how the algorithm is applied to optimal routing in large interconnected data communication networks. Since most routing algorithms for data networks (as well as many other GP algorithms) need to operate in a distributed computation environment, we show the convergence of the proposed algorithm in a distributed asynchronous computation model.

The main idea of iterative aggregation methods is to replace the original large-scale problem by a series of aggregate problems whose aggregated solutions converge to the exact solution. Intuition suggests that by using a macro model, the algorithm is capable of moving a large step, thus accelerating the convergence. In this paper we shall not concern ourselves with the analysis of the convergence rate; related theoretical foundation of the acceleration effects can be found in [2], [3], and [12]. We provide, however, a numerical example in data network routing to demonstrate the acceleration effect.

This paper is organized as follows. In Section II we introduce the box-constrained problem and the distributed computation model. In Section III we discuss the aggregation method and a serial version of the IAD–GP algorithm. The main convergence result of the distributed IAD–GP algorithm is presented in Section IV. In Section V, the optimal routing problem in data networks is formulated and transformed into a box-constrained problem, and the convergence of the IAD–GP algorithm applied to this problem is presented. In Section VI, a class of aggregation methods for the optimal routing problem is presented. Some implementation results are presented in Section VII, followed by conclusions in Section VIII.

II. BOX-CONSTRAINED PROBLEM AND DISTRIBUTED COMPUTATION MODEL

A. Box-Constrained Optimization Problem

The box-constrained optimization problem (BP) introduced below is a quite useful formulation. Not only is the (BP) itself a meaningful problem, but it is also a transformed multicommodity flow problem which is popular in transportation systems, operations research, and data communication networks. In addition, it is the dual problem of an inequality constrained primal problem. The problem is stated as follows:

$$\min J(x)$$

s.t. $x \geq 0$

where $J: \mathbb{R}^N \rightarrow \mathbb{R}$, and $J$ is assumed to be nonnegative and
Lipschitz continuously differentiable. To understand the (BP) we need the following fundamental lemma [17].

**Lemma 1.** If $x^*$ is a local minimizing point of the (BP), then it must satisfy the following condition: for all $j = 1, \cdots, N$;

\[
\begin{align*}
x_j^* &= \frac{\partial f_j}{\partial x_j}(x^*) = 0, \\
x_j^* &= \frac{\partial f_j}{\partial x_j}(x^*) \geq 0.
\end{align*}
\]

Thus, a vector $x^*$ satisfying the condition of Lemma 1 is said to be a critical point of the (BP). We now introduce the Goldstein-Levitin-Polyak gradient projection update for the (BP). For $x \in \mathbb{R}^N$, $y = [y_1 x_1] \cdots [y_N x_N]$ is defined by

\[
y_j = \max(0, x_j), \quad j = 1, 2, \cdots, N.
\]

The update equation for a serial gradient projection is given by

\[
x(t+1) = [x(t) - \alpha(t) \nabla J(x(t))]^+
\]

where $\alpha(t)$ is the stepsize at iteration $t$. It can be simply proved that if a small enough constant stepsize or a modified Armijo stepsize rule $[14]$ is used, the above gradient projection algorithm converges to a local minimizing point of the (BP).

**B. The Distributed Computation and Communication Model**

The model presented below is a variation of the specialization case of the general distributed asynchronous computation model developed by Tsitsiklis et al. [16], which is a generalization of the earlier model by Bertsekas [18]. Our variation is a simplified model because the notations of the IAD method are already complicated, and a more general model will hinder the understanding of the essence of the method. We call the following computation model a partially asynchronous model as opposed to the totally asynchronous model by Bertsekas [18]. It can be described by the following assumptions.

1. The total number of events is countable and can be totally ordered. Thus, the system can be thought of operating in discrete time, i.e., $t \in \{0, 1, 2, \cdots \}$. Although a global clock is assumed, each processor does not need to have access to this global clock.

2. A connected network in which each node represents a processor is given. Each processor can communicate with every other processor via the network. The total number of processors assumed is $l$.

3. Let us decompose the space $\mathbb{R}^N$ into a Cartesian product of $l$ subspaces, $\mathbb{R}^N = \mathbb{R}^{N_1} \times \cdots \times \mathbb{R}^{N_l}$, $\Sigma^l N_l = N$, and write any $x \in \mathbb{R}^N$ in block vector form, $x = [x_1 x_2 \cdots x_l]$. Each processor $i$ is responsible for the variable (or a subvector) $x_i$ of the total state variable vector $x$. An estimate of the state is stored at each processor and for processor $i$, the copy of the state estimate at time $t$ is denoted by $x^i(t)$, $\dot{x}^i(t) = [x^i(t)_{i+1}, \cdots, x^i(t)]$.

4. Each processor $i$ updates $x^i(t)$ at time $t$ if and only if $i \in T^i$, where $T^i$ is the set of times that processor $i$ performs an update. The update of $x^i(t)$ has the form

\[
x^i(t+1) = x^i(t) + \alpha(t) \delta(t)
\]

where $\alpha(t)$ is a positive stepsize. If $i \in T^i$, we set $x_i(t) = 0$.

5. Let $T^P_i$ denote the set of times that processor $i$ receives an updated value of $y_i$ from processor $j$. Suppose $i \in T^p$, then $x^i(t)$ is made equal to the newly received $x^j$. Since all messages arrive after some delay, we assume

\[
x^i(t) = x^j(t^j(t))
\]

where $t^j(t) \leq t$ represents the time that $x^j$ was last updated at processor $j$ before it was sent to processor $i$.

6. For every processor $i$, if $i \notin T^i$ and $i \notin T^j$ for every $j \neq i$, then

\[
x^i(t+1) = x^i(t),
\]

i.e., the state estimate does not change if no new update is performed and no new message is received.

7. For all $i$, $j$, $i \neq j$, $T^i$ and $T^j$ are infinite sets, i.e., the processors never stop communicating and computing. Such assumption is obviously needed for a distributed iterative algorithm to converge.

The following synchronization assumptions are needed for the partially asynchronous model. We assume that there is a positive number $B$ such that the following assumptions are true.

**Bounded Communication Delay (BP):** For all $i \neq j$, $t - t_{ij} \leq B$, i.e., the communication delays are uniformly bounded by $B$.

**Partially Asynchronous Communication (P2):** For any $i \neq j$, the respective elements of $T^i$ differ less than $B$.

**Partially Asynchronous Computation (P3):** For any $i$, the respective elements of $T^i$ differ less than $B$.

From assumptions (P1) and (P2), for any $i \neq j$ and $t$, we have

\[
t - 2B \leq t_{ij} \leq t - 1.
\]

Thus, the estimates of the state at two different processors are at most $2B$ time units out of date. From assumptions (P1)-(P3) we can simply prove the following agreement condition.

**Agreement Condition (AC):** For all $t \geq 1$, $i \neq j$, $j = 1, \cdots, N$, $\|x^i(t) - x^j(t)\| \leq \sum_{n=i-2B}^{t-1} \|x^i(n) - x^j(n)\| 

\]

The assumptions (P1)-(P3) are necessary, as one can construct counterexamples [13], [24] showing that the algorithm fails to converge if any one of the assumptions is violated. The agreement condition is a natural consequence of (P1)-(P3). It basically says that, if no computation update is performed, the local states at each processor will agree after $2B$ time units of time. Such agreement is necessary for the proposed algorithm to converge. In (AC), we assume that $t_{ij} = t$ for all $i$ and $t$ for convenience; the interpretation is that processor $i$ has $x_i(t)$ in its memory for all $t$.

**III. AGGREGATION/DISAGGREGATION METHODS**

**A. Completeness of A/D Matrices**

We follow the notation used in [4]. Let $p < N$ be an integer smaller than $N$. A $p \times N$ matrix $R$ is referred to as a restriction matrix if the aggregate vector $\hat{x}$ is obtained from the unaggregated vector $x$ via $\hat{x} = Rx$. The matrix $R$ can be interpreted as the operator which aggregates the vector $x$; the dimension of $\hat{x}$, $p$, is smaller (typically much smaller) than $N$, the dimension of $x$. An $N \times p$ matrix $P$ is referred to as a prolongation matrix if the disaggregated vector $\tilde{x}$ is obtained from the aggregated vector $\hat{x}$ via $\tilde{x} = P \hat{x}$. The matrix $P$ can be interpreted as the operator which prolongs (or disaggregates) the restricted vector $\hat{x}$ into a full vector. The matrix $\Pi$ is defined by $\Pi = I_N - P$ (which is usually the case in an IAD algorithm), the identity matrix in $\mathbb{R}^N$, we also have $\Pi^2 = \Pi$, i.e., $\Pi$ is a projection matrix.

There are many possible A/D (aggregation/disaggregation) methods for the (BP); we shall restrict ourselves to the most natural case. Before we state the A/D method, we introduce the concept of complete A/D sets.

A set of $m$ pairs of restriction-prolongation matrices $(R^j, P^j)_{j=1, \ldots, m}$ is said to be complete if they can be put into the
following form (reindex if necessary):

\[
P^1 = \begin{bmatrix} I^1 & 0 \\ 0 & L^1 \end{bmatrix}, \quad R^1 = \begin{bmatrix} I^1 & 0 \\ 0 & L^1 \end{bmatrix},
\]

\[
P^2 = \begin{bmatrix} 0 & U^2 \\ I^2 & L^2 \end{bmatrix}, \quad R^2 = \begin{bmatrix} I^2 & U^2 \\ L^2 & 0 \end{bmatrix},
\]

\[
\vdots
\]

\[
P^m = \begin{bmatrix} 0 & U^m \\ I^m & L^m \end{bmatrix}, \quad R^m = \begin{bmatrix} I^m & U^m \\ L^m & 0 \end{bmatrix},
\]

where \( U^k, L^k, U^L, L^L \) are arbitrary matrices of proper dimensions and \( I^k \) are identity matrices such that

\[
I_N \text{ being the identity matrix in the space } \mathbb{R}^N.
\]

The intuition behind this concept of completeness is that, in such an A/D method, each variable always has a corresponding A/D step at which it is not aggregated, i.e., free to vary on its own. Thus, the \( m \) A/D steps together provide \( N \) degrees of freedom for the algorithm. Such freedom is in general necessary to achieve optimality. We now state the proposed set of restriction-prolongation matrices for the (BP). Let \( x \in \mathbb{R}^N \), then the set \( \{ R^k \}_{k=1,2,\ldots,m} \) is as follows.

\[
R^k = \begin{bmatrix}
1 & \cdots & 1 \\
N^1_k & 1 & \cdots & 1 \\
\vdots & \ddots & \ddots & \ddots \\
N^m_k & \cdots & 1 & 1 \\
1 & \cdots & 1 & 1
\end{bmatrix},
\]

(1)

\[
P^k(x) := \begin{bmatrix}
x^k_1 \\
x^k_2 \\
\vdots \\
x^k_{p^k}
\end{bmatrix}
\]

(2)

where \( z^k_j = \sum x^k_{j,p} \), \( x^k_{j,p} \) is the \( p \)th component of the subvector \( x^k_j \), and \( x \) is written in the block vector form \( x = [x^k_{j,1}, \ldots, x^k_{j,m}] \), assuming \( \sum x^k_{j,p} > 0 \) for all \( j \). Note that for the above class of prolongation matrices, each \( P^k(x) \) is a block diagonal matrix. To suit our distributed computation model, we assume that the set of subvectors \( \{ x^k_{j,1}, \ldots, x^k_{j,m} \} \) for each \( k \) is distributed among \( l \) processors (i.e., \( n^k \leq l \)), and we can write \( x = [x^k_{j,1}, \ldots, x^k_{j,m}] \), where each \( x^k_j \) is a vector formed by cascading several \( x^k_j \)'s. With this partition of \( x \), the matrix \( P^k(x) \) can be put into a block-diagonal form

\[
P^k(x) = \text{diag} \{ P^k_i(x) \}.
\]

(3)

As a convention, when a processor uses a certain pair of \( \{ R^k, P^k(x) \} \), it is said to use the aggregation policy \( k \) at \( x \). For simplicity, we call these prolongation and restriction matrices A/D matrices. We shall assume that all the set of \( m \) A/D matrices mentioned in the subsequent development satisfy the completeness condition and have the form (1)–(3).

B. The IAD–GP Algorithm

There are numerous ways of incorporating the different A/D methods in a GP algorithm. There are two general approaches, one advocated by the Soviet researchers and the other by Miranker and his colleagues. In the first approach, A/D steps are used at each iteration. In the second approach, an A/D step is applied intermittently among the iterations; A/D steps are used mainly for acceleration purposes. Our IAD-GP program coded for optimal routing follows the second approach.

To highlight the essence of the IAD–GP algorithm we only state a synchronous version which encompasses both approaches.

Assume that the set of A/D matrices is a complete set. Then for 
\( t = 0, m, 2m, \ldots \), such that for all \( k = 0, 1, 2, \ldots, m - 1 \),

\[
\dot{x}(t+k) = R^{k+1}(x(t+k))x(t+k).
\]

(a: Restriction)

\[
\dot{x}(t+k+1) = [\dot{x}(t+k) - \alpha \nabla J^{k+1}([\dot{x}(t+k)])]^+.
\]

(b: Descent Update)

\[
x(t+k+1) = P^{k+1}(x(t+k))x(t+k+1).
\]

(c: Prolongation)

where \( J^{k+1}(y) = J(P^{k+1}(y)), y \in \mathbb{R}^k \) is the aggregated cost function using the prolongation matrix \( P^k(x) \).

Note that if \( R^k = I_N, P^k(x) = I_N \), then the IAD–GP update with policy \( k \) at \( x \) is the same as the usual GP update, i.e., all the variables are not aggregated. Thus, the above serial algorithm includes both approaches by the Soviet researchers and Miranker and his colleagues.

IV. THE CONVERGENCE OF THE DISTRIBUTED IAD–GP ALGORITHM

A. SOME PRELIMINARIES

As our focus in this paper is not on the convergence rate analysis, we assume in this paper that the stepsize is the same constant for all processors. Actually, in a distributed implementation, a small constant stepsize is safer than a distributed version of a more elaborate stepsize rule. One reason for the difficulty associated with an elaborate stepsize rule is that in a distributed computational environment, most processors do not have an accurate estimate of the global state vector and an unexpected large stepsize resulting from such a rule can be quite damaging. Before stating the convergence result, we state some preliminary facts.

Let \( (\cdot) \) and \( \| \cdot \| \) denote the usual inner product and the usual Euclidean norm or induced Euclidean norm in appropriate Euclidean spaces, and superscript \( T \) denote transpose.

Lemma 2: For any \( x \in \mathbb{R}^N, 1 \leq k \leq m \), such that \( P^k(x) \) is well-defined \( x = [x^k_{j,1}, \ldots, x^k_{j,m}] \) then the following is true.

a) \( P^k(x)R^k(x) = x \).

b) \( \nabla f^k(x) = [P^k(x)]^* \nabla f(y), \) for all \( y \in \mathbb{R}^N \).

c) Suppose \( \dot{x}(\alpha) = (\dot{x}^k + \alpha \dot{x}^k)^*, \alpha \in P^k(x)x^k = R^kx^k \) for some scalar \( \alpha \), and some vector \( \dot{x}^k \), then \( \dot{x}^k(\alpha) = (x^k + \alpha \dot{x}^k)P^k(x) \).

d) \( \| P^k(x) \| \leq 1 \) and \( \| P^k(x) \| \leq 1 \) for all \( i = 1, \ldots, l \).

Proof: a) is trivially true. b) follows by the chain rule in differentiation. c) Consider any \( p \)th component of \( x^k(\alpha) - x^k(\alpha) \).

Then

\[
x^k_{j,p}(\alpha) = x^k_{j,p} + \sum x^k_{j,p} \dot{x}^k_{j,p}(\alpha)
\]

\[
= \frac{x^k_{j,p}}{\sum x^k_{j,p}} \left[ \sum x^k_{j,p} + \alpha \dot{x}^k_{j,p} \right]
\]

\[
= x^k_{j,p} + \alpha \frac{x^k_{j,p}}{\sum x^k_{j,p}} \dot{x}^k_{j,p}
\]
d) For any real matrix $A$, $\|A\|^2 = \max \{ \lambda : \lambda$ is an eigenvalue of $A^T A \}$. Note that

$$
[P^k(x)]^T P^k(x) = \begin{bmatrix}
\frac{x_1^T x_1}{z_1^2} & \frac{x_1^T x_2}{z_1^2} & \cdots \\
\frac{x_1^T x_2}{z_2^2} & \frac{x_2^T x_2}{z_2^2} & \frac{x_2^T x_3}{z_3^2} & \cdots \\
\frac{x_1^T x_3}{z_3^2} & \frac{x_2^T x_3}{z_3^2} & \frac{x_3^T x_3}{z_3^2} & \frac{x_3^T x_4}{z_4^2} & \cdots \\
\frac{x_1^T x_4}{z_4^2} & \frac{x_2^T x_4}{z_4^2} & \frac{x_3^T x_4}{z_4^2} & \frac{x_4^T x_4}{z_4^2} & \cdots
\end{bmatrix}
$$

By the fact that $a^2 + b^2 \leq (a + b)^2$ for any scalars $a \geq 0, b \geq 0$, we have $x_i^T x_j \leq \sum_{k=1}^n (x_{ik} x_{jk})^2$. Thus, $\|P^k(x)\|^2 \leq \max \left\{ \frac{x_i^T x_j}{(\sum_{k=1}^n x_{ik}^2)^2} \right\} \leq 1$. Similarly, for each $1 \leq i \leq n, \|P^k(x)\| \leq 1$. Q.E.D.

From Lemma 2c), the IAD–GP updates a)–c) can be written on the original state space if for some $k$

$$
x(t + 1) = x(t) - \gamma \nabla f(x(t)) y(t) = (x(t) - \gamma \nabla f(x(t)))^T y(t).
$$

At each update, the local state at each processor makes at most $O(\alpha)$ change, thus the difference between a partially asynchronous algorithm, and the serial algorithm is on the order of $2B_\alpha$. Now we introduce the central idea of the proof method. The idea is to keep track of an important global state vector. The most natural global state vector consists of $\{x(t)\}_{i=1,\ldots,j}$, and the vector of all the local steps $s(t)_{i=1,\ldots,j}$ are also important

$$
y(t) = \begin{bmatrix} x_1(t) \\ \vdots \\ x_j(t) \end{bmatrix}, s(t) = \begin{bmatrix} s_1(t) \\ \vdots \\ s_j(t) \end{bmatrix}.
$$

With the above definition, we have

$$
y(t + 1) = y(t) + \gamma \nabla f(x(t))
$$

Now from the agreement condition (AC) we have $x(t) = y(t)$ for all $i$. Thus, if (5) is a convergent serial algorithm, then the partially asynchronous algorithm will also converge.

B. The Convergence Result

For simplicity, we ignore the time argument $t$ in many of the subsequent developments. We need the following notations. For any $k = 1, 2, \ldots, m$,

$$Z^k(x) = P^k(x)[P^k(x)]^T, \quad \delta^k = R^k(x) x,
$$

$$x^k(\alpha) = \{x - \alpha Z^k(\alpha) \nabla f(x)\}^*,
$$

$$\delta^k(\alpha) = \{\delta_k - \alpha R^k(x) \nabla f(x)\}^*.
$$

From Lemma 2b) and c), (6) and (7) are the updates, respectively, in the original state and aggregate space if all the processors update simultaneously and they together implement the IAD–GP update using $[R^k, P^k(x)]$. From (6) and (7) it is readily seen that $x^k(\alpha) = P^k(x) \delta^{k}(\alpha)$ and $P^k(x) R^k x = x$. The next theorem (a proof is provided in the Appendix) gives a necessary condition for optimality of the (BP) in the context of the IAD–GP algorithm.

Theorem 5: If the set of A/D matrices $\{R^k, P^k\}$ is complete, then the following is true.

*a*) $x \in R^N$ is a critical point of the (BP) if and only if

$$x^k(\alpha) = x, \quad \forall \alpha \geq 0, \quad k = 1, 2, \ldots, m.$$

*b*) For any $k = 1, 2, \ldots, m$, let $\delta_j^k(\alpha; x) = 1/2(\delta^k(\alpha) - \delta^k_j)$, where $\delta_j^k(\alpha)$ and $\delta^k_j$ are the $j$th components of $\delta^k(\alpha)$ and $\delta^k$, respectively, for all $j = 1, 2, \ldots, n^2$, then

$$
\frac{\partial \delta^k}{\partial x_j^k}(\alpha; \delta) \leq |\delta_j^k(\alpha; \delta) - \delta_j^k(\alpha; \delta)|.
$$

We now state the main convergence theorem; the proof can be found in the Appendix.

Theorem 4: With the IAD–GP algorithm and the distributed computation model described in Sections II and III, if the set of A/D matrices $\{R^k, P^k\}$ is complete, and $J(x) \to \infty$ as $\|x\| \to \infty$, then there exists a $\tilde{\alpha} > 0$ such that for all $\alpha \in (0, \tilde{\alpha})$: a) the sequence $\{J(x^k(t))\}$ converges for all $i$; b) for all $i$, $\lim_{t \to \infty} |x(t) - y(t)| = 0$; c) if $\alpha^* = \alpha$ is a limit point of the sequence $\{y(t)\}$, then $\alpha^*$ is a critical point of the (BP).

According to (4), the IAD–GP algorithm appears to be similar to the scaled GP algorithm in Tsitsiklis and Bertsekas [13]. Thus, the proofs of Theorems 3 and 4 generally follow the structure of the convergence proof in [13]. In addition, we would like to comment on the difference between our convergence results and the results obtained by [13]. First, both the optimality result (Theorem 3) and the convergence result (Theorem 4) requires extra work to incorporate A/D procedures in the algorithm. Second, the IAD–GP update (4) may appear to be similar to the GP update of [13] with the scaling matrix equal to $P^k(x)[P^k(x)]^T$. However, [13] requires that the scaling matrix be uniformly positive definite (cf. [13, eq. (3.10)]), while it is possible that our $P^k(x)[P^k(x)]^T$ matrix may be only positive semidefinite; for example, the case where the vector $x$ contains zero components [cf. (2)], and this situation almost always happens in the optimal routing problem to be considered next. The reason that we can do away with the uniformly positive definite condition is that we have chosen a specific class of scaling matrices whose special properties enable the elimination of the condition. In addition, in [13], the box-constrained version of the GP update needs the scaling matrix to be diagonal, while our $P^k(x)[P^k(x)]^T$ can be block diagonal. This may be due to the fact that we are assuming a slightly simpler distributed model than [13]; for example, we do not model the difference between desired variables and actual variables (cf. [13, eq. (3.11)])]. Although not proven yet, we expect the IAD–GP algorithm to converge even in the model described by [13]; again, the reason is that our scaling matrices are quite special.

V. OPTIMAL ROUTING IN DATA NETWORK

A. Problem Formulation

The optimal routing problem (ORP) in data networks can be formulated as a multicommodity flow problem as follows. Suppose that a directed graph $G = (V, E)$, where $V$ is the set of nodes, and $E$ is the set of directed links, is given. A set of origin-destination (OD) pair $W$, is given, and for each OD pair $w \in W$, the traffic demand $r_w$ is given also. The purpose of (ORP) is to find a set of path flows $\{x_{w,p}\} w \subseteq W$ which satisfies the traffic demand

$$
\sum_{p \in P_w} x_{w,p} = r_w, \quad \forall w \in W
$$

where $P_w$ is a given set of paths for an OD pair $w$, and $x_{w,p}$ is the traffic flow on path $p$ for $w$. The traffic balance equations which state that the total traffic flow on any directed link is the sum of all the path flows for all the paths using that directed link must also be satisfied. Let $F_p$ be the traffic flow on link $(i, j) \in E$, then the traffic balance equations can be written as follows:

$$
F_p = \sum_{w \subseteq W \ (i,j) \in P_w} x_{w,p}, \quad \forall (i, j) \in E
$$

In a realistic virtual circuit network, the path flow variables cannot generally be adjusted by the routing controllers instantly, thus the model in [13] differentiates desired flows from actual flows. However, to add this complication to our model, our already complex notation will become too cumbersome to read; thus, we choose to avoid this complication.
or in matrix form $F = Hx$, where $((i, j), p)$th entry of $H$ is one if $(i, j)$ is in path $p$ otherwise zero. Finally, all the traffic flows $x = \{x_{i,j}\}_{i,j \in V}$ must be nonnegative

$$x_{i,j} \geq 0, \quad \forall p \in P, \forall w \in W.$$  \hspace{1cm} (11)

Any path flow vector satisfying (9) and (11) is said to be admissible and we let $X$ denote the set of admissible path flow vectors. The purpose of the (ORP) is to find a set of path flows that satisfies the constraints (9)-(11) and minimizes the following separable cost:

$$D(F) = \sum_{(i,j) \in E} D_{ij}(F_{ij})$$  \hspace{1cm} (12)

where $D_{ij}(\cdot)$ is usually assumed to be convex nondecreasing and Lipschitz continuously differentiable. The total cost $D(F)$ is usually a measure of the congestion level in the network; a common cost is the average delay for each packet to traverse the network.

Now, the constraint (10) can be eliminated by substituting $F = Hx$ in (17): $D(x) = D(Hx)$. $D(x)$ inherits all the smoothness and convexity properties of $D(F)$. The optimality condition for the above (ORP) can be easily derived using Lemma 1 and is stated below (see also [28])

$$x_{i,j} = 0 = d_{i,j}(x) - d_{i,j}(x) = 0,$$

$$x_{i,j} > 0 = d_{i,j}(x) - d_{i,j}(x) \geq 0$$

where $d_{i,j}$ denote $\partial D(x)/\partial x_{i,j}$, and $p_w$ is the shortest path according to the first derivative length

$$d_{i,j}(x) = \min_{q \in F_{ij}} \{d_{i,j}(x)\}.$$  \hspace{1cm} B. The Aggregation and Disaggregation Procedure

We will now show how to aggregate and disaggregate without actually constructing A/D matrices. We also derive the formulas for partial derivative of the aggregate cost functions. We assume that the A/D matrices described by (1) and (2) are used. From (2) and (3), it is clear that first partial derivatives are the key information in most gradient projection methods for solving path-flow formulated multimmodity problems. In addition, second partial derivatives are usually used to accelerate the convergence [15]. Following the usual nonlinear programming approach, consider the problem of minimizing the second-order approximation of the cost at each iteration, which is a quadratic programming problem (QP) of the form

$$\min_{x_{i,j}} \left\{ \sum_{p \in P} \frac{\partial D(x)}{\partial p} (x_p(x) - x_p) + \frac{1}{2\alpha} \sum_{p \in P} \sum_{q \in P} \frac{\partial^2 D(x)}{\partial p \partial q} (x_p(x) - x_p)(x_q(x) - x_q) \right\}$$  \hspace{1cm} (13)

where $P$ is the set of all admissible paths in the network, $x_p$ is the flow in path $p$, $x$ is a vector defined by $x = \{x_p\}_{p \in P}$, and $X$ is the set of all admissible path flows. For convenience, we define $d_p(x) \triangleq \partial D(x)/\partial p$, and $d_{pq}(x) \triangleq \partial D(x)/\partial p \partial q$.

Next, according to aggregation policy $k$, we partition $P$ into a collection $\beta^k$ of mutually disjoint groups (or classes) of paths

$$\beta^k = \{ \beta^k : \cup \beta^k = P \text{ and } \beta^k \text{ are mutually disjoint} \},$$

$$P = \{ p : \exists \text{ exactly one } \beta^k \in \beta^k \text{ such that } p \in \beta^k \}.$$  \hspace{1cm} C. Convergence Analysis

Using the above (AQP) formulation, we can dynamically transform the (ORP) into a (BP). To do this, we have to make an additional assumption on the class of admissible A/D matrices and formulate the corresponding set of aggregate (ORP)'s. We require that an aggregate path consists of detailed paths from a group of OD pairs, say group $A$, then for any other aggregate path which contains a path from one OD pair from group $A$, this other aggregate path must exactly contain paths from each OD pair in group $A$. This assumption is mathematicaly convenient for us to transform an (ORP) into the following aggregate (ORP), which we call (AORP-$k$); in practice, this assumption can be relaxed. Following this additional assumption, for each aggregate policy $k$, the overall OD pairs can be grouped into a set of disjoint
aggregate OD pairs

\[
\hat{W}^k = \{ \hat{w}^k : \hat{w}^k \in W \text{ and } \hat{w}^k \text{ are mutually disjoint} \}
\]

\[
W = \{ w : \exists \text{ exactly one } \hat{w}^k \in \hat{W}^k \text{ such that } w \in \hat{w}^k \}\.
\]

For convenience, we also define, for each \( \hat{w}^k \in \hat{W}^k \),

\[
\mathcal{P}_{\hat{w}^k} = \{ p^k \in \mathcal{P}^k : \text{if } p^k \in \hat{p}^k, \text{ then } \exists w^k \in \hat{w}^k \text{ s.t. } p^k \in P_w \}.
\]

The (AORP-\(k\)) is stated as follows:

\[
\begin{align*}
\min D(x) \\
\text{s.t. } \sum_{p^k \in \mathcal{P}_{\hat{w}^k}} x_{p^k} = \sum_{w^k \in \hat{w}^k} r_w - r_{\hat{w}^k}, \forall \hat{w}^k \in \hat{W}^k, \\
x_{p^k} \geq 0, \forall p^k \in \mathcal{P}_{\hat{w}^k}, \forall \hat{w}^k \in \hat{W}^k.
\end{align*}
\] (20)

We are now ready to transform the above aggregate (ORP) into a (BP). The simplex constraint (20) can be eliminated by substitution. Let \( d_{p^k}(x) = \partial D/\partial x_{p^k}(x) \) denote the first derivative of the cost with respect to aggregate path flow \( x_{p^k} \). Let \( \mathcal{P}_{\hat{w}^k} \) be the shortest path according to the measure \( \{ d_{p^k}(x) : p^k \in \mathcal{P}_{\hat{w}^k} \} \) for the aggregate OD pair \( \hat{w}^k \)

\[
d_{p^k}(x) = \min_{p^k \in \mathcal{P}_{\hat{w}^k}} \{ d_{p^k}(x) \}.
\] (21)

Substituting \( x_{p^k} = r_{\mathcal{P}_{\hat{w}^k}} - \sum_{p^k \in \mathcal{P}_{\hat{w}^k}} x_{p^k} \) for each \( \hat{w}^k \) in \( D(x) \), we get a new cost function \( \delta^k(x) \) where \( \hat{x}^k = \{ x_{p^k} : p^k \in \mathcal{P}_{\hat{w}^k} \} \). This substitution must be done at each iteration conceptually because the shortest paths \( \{ p^k \} \) are varying in time. Thus, the new problem is now

\[
\min \{ \delta^k(\hat{x}^k) : \hat{x}^k \geq 0 \}.
\] (BP-k)

Since

\[
\frac{\partial \delta^k(\hat{x}^k)}{\partial x_{p^k}} = \frac{\partial D(x)}{\partial x_{p^k}} + \frac{\partial D(x)}{\partial x_{p^k}} \frac{\delta x_{p^k}}{\delta x_{p^k}} - \frac{\partial D(x)}{\delta x_{p^k}}
\]

we will denote \( \delta_{p^k}(x) = d_{p^k}(x) - d_{p^k}(x) \), the first partial derivative of the cost \( \delta^k(\hat{x}^k) \) with respect to \( x_{p^k} \). Let also \( \delta^k(x) = \{ d_{p^k}(x) : p^k \in \mathcal{P}_{\hat{w}^k} \} \).

We will now show this dynamic change of variable together with the IAD-GP updates guarantee that the nonnegativity constraints for the aggregate shortest path flows after the updates are not violated. In terms of the new variables, the IAD-GP update is

\[
\hat{x}^k(\alpha) = [\hat{x}^k - \alpha \delta^k(\hat{x}^k)]^+.
\] (22)

Since \( \delta_{p^k}(x) = \min_{p^k \in \mathcal{P}_{\hat{w}^k}} \{ d_{p^k}(x) \} \) from (21), we have \( \delta^k(x) \geq 0 \) (the inequality is taken componentwise). Thus, \( x_{p^k}(\alpha) \leq x_{p^k} \) for all \( p^k \in \mathcal{P}_{\hat{w}^k}, \beta^k \neq \beta_{\hat{w}^k}^k \) for all \( \hat{w}^k \in \hat{W}^k \). Hence, for all \( \hat{w}^k, x_{p^k}(\alpha) \) defined by

\[
x_{p^k}(\alpha) = x_{p^k} - \sum_{p^k \in \mathcal{P}_{\hat{w}^k} \cap \beta_{\hat{w}^k}^k \neq \beta_{\hat{w}^k}^k} x_{p^k}(\alpha)
\] (23)

we have the property \( x_{p^k}(\alpha) \geq 0 \), and (11) is not violated for the aggregate shortest path flows.

To establish the fact that the dynamically transformed (AORP-k) can be solved by the iterative distributed IAD-GP algorithm, we need to show the counterparts of Theorems 3 and 4.

**Theorem 3a:** Suppose the set of A/D matrices \( \{ R^k, P^k \} \) satisfies the condition that for each OD pair \( p^k \), there exists one pair of A/D matrices according to which every path in \( P^k \) is not aggregated (which implies that the set of A/D matrices is complete), then the following is true.

a) \( x^k(\alpha) = x^k, \forall x \geq 0, \forall \hat{w}^k = 1, 2, \cdots, m \).

b) For any \( k = 1, 2, \cdots, m \), let \( s_{p^k}(\alpha, x) = 1/\alpha (x_{p^k}^k(\alpha) - x_{p^k}^k(0)), \) where \( x_{p^k}^k(\alpha) \) and \( x_{p^k}^k(0) \) are the \( p^k \)th components of \( x^k(\alpha) \) and \( x^k \), respectively. Then for all \( p^k \in P^k \), \( p^k \neq p_{\hat{w}^k}^k \), for every \( \hat{w}^k \)

\[
\delta_{p^k}(x) s_{p^k}(\alpha, x) \leq -|x_{p^k}(\alpha, x)|^2.
\]

The main difference between Theorems 3 and 3a are the condition on the A/D matrices and the adaptation for the (ORP). It is easily seen that the special condition on the A/D matrices implies that the A/D matrices are complete which is the original condition in Theorem 3. The new condition is actually quite general and is very convenient in implementing the algorithm; the large class of aggregation methods presented in the next section satisfy this new condition.

The proof of Theorem 3a and the proof of Theorem 3 differ in that Theorem 3 part a) states the equivalence between the fixed point condition and the optimality condition of the (BP), while Theorem 3a part a) states the equivalence between the fixed point condition and the optimality condition of the (ORP).

To apply the distributed IAD-GP algorithm to the (ORP), we impose a natural separation assumption on the assignment of the state variables to the processors.

**Separation Assumption:** Each processor \( i \) is responsible for all the path routing (flow) variables for a group \( \mathcal{W}^i \subset \mathcal{W} \) of OD pairs. Thus, for aggregation policy \( k \), for processor \( i \), we can find the corresponding aggregate OD pairs \( \mathcal{W}^k \) formed from \( W^i \).

The counterpart Theorem 4 is now stated below.

**Theorem 4a:** Under the same condition as in Theorem 3a plus the separation assumption and the assumption that \( D(x) \rightarrow \infty \) as \( ||x|| \rightarrow \infty \), there exists a \( \epsilon > 0 \) such that for all \( \alpha \in (0, \epsilon] \); a) the sequence \( \{ D(x^k(t)) \} \) converges for all \( i \); b) all \( i \), \( \lim_{t \to \infty} ||x^k(t) - y(t)|| = 0; \) c) if \( y^* \) is a limit point of the sequence \( \{ D(t) \} \), then \( y^* \) is a critical point of the (ORP).

A proof of Theorem 4a can be made very similar to the proof of Theorem 4 by expressing all the terms in the Taylor series expansion (cf. (41) in the Appendix) in terms of the original cost \( D \) instead of the transformed cost \( \delta^k \). Our proof provided in the Appendix follows this approach.

**VI. AGGREGATION METHODS FOR OPTIMAL ROUTING**

Optimal routing in large interconnected data networks naturally lends itself to the IAD–GP algorithm. Large wide area networks are usually formed by interconnecting smaller networks (Fig. 1 shows such a network), and most networks are designed by using a hierarchical topological structure. These properties of large networks naturally fit the hierarchical multilevel IAD algorithms. A hierarchical structure is perhaps the best way to manage an existing large network, for example, large packet radio networks can have hundreds or thousands of mobile nodes. An example of a hierarchical organization of a large network is shown in Fig. 2. In fact, a hierarchical multilevel management structure has been suggested and implemented for packet radio networks [19–22]. In this section, we will show a general class of aggregation methods for the IAD–GP algorithm applied to optimal routing in large data networks.

We again restrict ourselves to a two-level hierarchy. The A/D method starts by partitioning the network into several level-1 clusters, and one level-2 cluster. First, we state the following two definitions.

- **A trunk line** is any link which directly connects two nodes belonging to distinct areas.
- **The starting and ending nodes of a trunk line are called gates.**
iv) Level-2 Aggregation: For each level-1 cluster, a virtual node is created to represent all the origins (destinations) inside the cluster, and all the traffic streams going (coming) through the same gate are aggregated. The picture seen by a routing controller at any node of the level-2 cluster is illustrated in Fig. 6.

Although we only present 2-level aggregation methods here, the more general multilevel hierarchical aggregation methods can be similarly derived following the 2-level methods.

Note that the above description of aggregation methods provides the direct information to construct the corresponding restriction matrices. For example, the flow of those paths which are to be aggregated are summed to a single aggregate path flow. Also, in actual computation, we do not need to compute the restriction matrices; we really need to know what paths are aggregated to form various aggregate paths and then compute the sums. Similarly, we do not need to compute the prolongation matrices in actual implementation; we just need to know the nonzero entries of the matrices and perform the prolongation by simpler calculation (cf. Section V-B).

VII. IMPLEMENTATION RESULTS

A. Basic Structure of the IAD–GP Program

We implemented a serial version of the proposed IAD–GP algorithm for a 52-node network. The program described here is actually a subroutine which is used in conjunction with the MULTIFLO program developed by Bertsekas, Gendron, and Tsai [23]. The A/D program is called by MULTIFLO after certain iterations. The overall goal of the A/D program is to speed up the rate of convergence in determining the optimal routing solution.

The program consists of three main parts.

Part 1: Aggregation of the original network.

Part 2: Solving the optimal aggregate routing problem approximately.

Part 3: Disaggregating the aggregate solution.

The first part basically creates a new aggregate network based on both the given partitioning (of levels) of the original network and the current flow patterns, provided by the main program.

The second part of the program solves approximately the new aggregate optimal routing problem (created by the first part) by using the same techniques of the main MULTIFLO program for a few iterations.

The third part of the program disaggregates the aggregate optimal path flow solution (determined by the second part) according to a weighted average of the original subpath flows. (An example of such a disaggregation calculation is given in Section V-B.) After all of the original path flows are updated, then all of the link flows of the original network are updated. Parts 1, 2, and 3 are done successively until a convergence criterion is met. The program then returns back to the main program where another iteration on the original network is done.

B. The Origin Area Destination Area (OADA) A/D Program

From the previous AQP derivation it is evident that a large class of A/D schemes is conceivable, since there are generally a multitude of choices for $P$. We devised (and coded) a type of A/D scheme called OADA. In this OADA program, we only use the level-2 aggregation as described in Section VI. The utility of this OADA A/D algorithm is based on network structures characterized by relatively weak connections between areas. Roughly speaking, the connection between two areas is said to be relatively weak if the average delay for inter-area communication is large compared to the average delay for intra-area communication. As one might expect, this type of network structure is realistic when considering networks which span vast amounts of geographic area.

The fundamental requirement of OADA A/D is that networks...
be partitioned into distinct nonoverlapping areas. That is, each node of the network belongs to one and only one area. Before describing how \( \bar{P} \) is determined, it is convenient to introduce the following terminology.

- For a particular OD pair, the area to which the origin belongs is called the *origin area*. Likewise, the area to which the destination belongs is called the *destination area*.

- The *active paths* for an OD pair are those paths (connecting origin to destination) which have position flow.

With the above terminology, we can now describe \( \bar{P} \). At iteration \( t \), a typical element, say \( \bar{p} \in \bar{P} \), would be a group of active paths satisfying the following two conditions.

1) The origin area of each active path is \( i \) and the destination area of each active path is \( j \), where \( i \neq j \).

2) All active paths leave origin area \( i \) through the same gate.

We apply the (OADA) A/D program in solving the optimal routing problem for the 52-node network depicted in Fig. 7. Every link in the network is bidirectional and has a capacity of 50 except the trunk lines which are rated at 80. Also, there are 85 OD pairs with an average demand per OD pair of about 4.4 The cost function assumed is the average number of outstanding packets in the network, which is proportional to the average delay for each packet to traverse the network [15]. The initial routing is that every OD pair sends all its traffic via the shortest-hop path. We shall loosely call the cost average delay. A flowchart for the A/D algorithm is given in Fig. 8.

Fig. 9 shows the structure of the aggregate network. Note that the nodes labeled A1 and A4 represent the aggregate nodes for each area. Also, the links connecting A1 to 11, A1 to 9, A2 to 13, etc., are the aggregate origin links. The links connecting 11 to A1, 9 to A1, 13 to A2, etc., are the aggregate destination links. The links connecting 9 to 11, 11 to 9, 13 to 25, etc., are the aggregate transfer links. The maximum link utilization factor of the optimal routing is 0.929.

Table I shows a comparison in convergence rate (of the average delay) with and without the A/D subroutine. We ran 20 times for each method, the average measured CPU times and the standard deviation of the measured CPU times are given below. For the first case (with A/D) an A/D step was done after iterations 3 and 5. Also, the required CPU time for the 7 iterations with A/D has an average of 2.23 s, while the required CPU time for the 13 iterations necessary without A/D has an average of 3.35 s. The computer used in this simulation is a VAX 11/785.

The changes in the delay for both methods at each iteration are provided in Table II.

VIII. CONCLUSIONS

A new gradient projection algorithm for the box-constrained problem using the method of iterative aggregation and disaggregation is developed and shown to converge in a distributed asynchronous computation model. As an important application, the algorithm is applied (coded) to solve the optimal routing problem for large interconnected data communication networks. The new code shows a 35 percent improvement in serial computation as compared to the fast gradient projection code by Bertsekas et al. [23], for a 52-node network. The aggregation method used is the level-2 aggregation method described in Section VI.

There are several implications and extensions of this work.
First, the iterative aggregation method has demonstrated its acceleration effects on an ordinary nonlinear programming algorithm. This is not surprising as the famous multigrid method [11] which is based on a similar aggregation/disaggregation idea is known to be the fastest algorithm for solving discretized elliptic partial differential equations. We expect that similar acceleration effects will result if the aggregation idea is applied to other nonlinear programming problems. In addition, if the IAD–GP algorithm is run in a synchronous computation environment, a modified Armijo rule patterned after Bertsekas [14] can be applied. The convergence proof is again very similar to the proof in this paper; only minor details need to be modified. One
important next step is to analytically study the acceleration effect; this study is currently under way. From our experience with the algorithm for optimal routing, it appears that weak connections among clusters of strongly connected nodes play an important role in the acceleration effects.

APPENDIX

The purpose of this Appendix is to prove Theorems 3, 3a, 4, and 4a.

Proof of Theorem 3: a) Let \( d^k(x) = [d^k(x)]_{i=1,...,N} = Z^x(x)\nabla J(x) \), for \( k = 1, 2, \cdots, m \). Assume that \( x \) is a critical point of the (BP). Then \( x_i = 0 \) implies that \( \frac{\partial J}{\partial x_i}(x) \geq 0 \), and \( x_i > 0 \) implies that \( \frac{\partial J}{\partial x_i}(x) = 0 \). These facts lead to

\[
[P^k(x)]^T\nabla J(x) = 0, \text{ for all } k.
\]

Thus, \( d^k(x) = 0 \) for all \( k \), \( x^k(\alpha) = x^k \) for all \( \alpha \geq 0 \).

Conversely, assume that \( x^k(\alpha) = x \) for all \( \alpha \geq 0 \), \( k = 1, 2, \cdots, m \). From (6) we must have

\[
d^k_j(x) = 0, \text{ for all } x_j > 0, \quad (A1)
\]

\[
d^k_j(x) \geq 0, \text{ for all } x_j = 0. \quad (A2)
\]

Since \( \{R^k, P^k(x)\}_{k=1,...,m} \) is a complete set of A/D matrices, we can from (A1) and (A2) derive that

\[
x_j = 0 = \frac{\partial J}{\partial x_j}(x) = 0,
\]

\[
x_j > 0 = \frac{\partial J}{\partial x_j}(x) \geq 0.
\]

b) Fix any \( 1 \leq i \leq m \). Denote

\[
P^k_i(x) = \left\{ 1 \leq j \leq n^k : \left( \begin{array}{c}
\delta^k_j = 0 \text{ and } \frac{\partial J_k}{\partial x_j}(x^k) \geq 0 \\
\text{or} \left( \delta^k_j > 0 \text{ and } \frac{\partial J_k}{\partial x_j}(x^k) = 0 \right)
\end{array} \right) \right\},
\]

\[
P^k_i(x) = \left\{ 1 \leq j \leq n^k : \left( \begin{array}{c}
\delta^k_j = 0 \text{ and } \frac{\partial J_k}{\partial x_j}(x^k) < 0 \\
\text{or} \left( \delta^k_j > 0 \text{ and } \frac{\partial J_k}{\partial x_j}(x^k) = 0 \right)
\end{array} \right) \right\}.
\]

Thus, \( P^k_i(x) \) is the set of indexes that the corresponding components are not changed in the update equation (6); \( P^k_i(x) \) is the set of indexes that the corresponding components are changed in the update equation (6).

Let \( d^k_i(x) = [d^k_i(x)]_{i=1,...,n^k} = \nabla J_i(x^k) = (P^k_i(x))^T \nabla J(P^k_i(x)\tilde{x}). \) Let us now consider for any \( j = 1, 2, \cdots, n^k \), the product

\[
\frac{\partial J_k}{\partial x_j}(x^k)(\delta^k_j(x^k) - \delta^k_i).
\]

It is obvious that if \( j \in P^k_i(x) \), then \( \delta^k_j(x^k) - \delta^k_i = 0 \), and (8) is
satisfied. If \( f \in L(X) \), we need to consider two cases: i) \( \delta^2_f(\alpha) > 0 \); ii) \( \delta^2_f(\alpha) = 0 \).

Suppose i) is true (\( \delta^2_f(\alpha) > 0 \)), then
\[
\delta^2_f(x)(\delta^2_f(\alpha) - \delta^2_f(x)) = -\alpha (\delta^2_f(x))^2.
\]

(A3)

Suppose ii) is true (\( \delta^2_f(\alpha) = 0 \)), then \( \delta^2_f(\alpha) - \delta^2_f(x) \leq 0 \). This case is possible only if \( \delta^2_f(\alpha) > 0 \). Thus, \( \delta^2_f(x) \leq \delta^2_f(\alpha) \) now
\[
\delta^2_f(x)(\delta^2_f(\alpha) - \delta^2_f(x)) = -\alpha (\delta^2_f(x))^2.
\]

(A4)

Also
\[
\alpha^2 (\delta^2_f(\alpha))^2 = (\delta^2_f(\alpha) - \delta^2_f(x))^2.
\]

(A5)

Thus, (A3)-(A5) imply that for \( j \in T_f^3(\alpha) \),
\[
\frac{1}{\alpha} \frac{\partial^2 f}{\partial x_j}(x)(\delta^2_f(\alpha) - \delta^2_f(x))^2 \leq \left[ \frac{\delta^2_f(\alpha) - \delta^2_f(x)}{\alpha} \right]^2
\]

which shows (8).

**Proof of Theorem 3.a:** a) Assume that \( x \) is a critical point of the (ORP). Then, by Lemma 1, \( x_{a,p} = 0 \) implies \( d_{a,p}(x) = 0 \), and \( x_{a,p} > 0 \) implies \( d_{a,p}(x) > 0 \) (see also [28]). Thus, \( x_{a,p} = 0 \) implies \( d_{a,p}(x) = d_{a,p}(x) \geq 0 \), and \( x_{a,p} > 0 \) implies \( d_{a,p}(x) = d_{a,p}(x) > 0 \) (from (18)). These facts lead to \( x^{(1)}(\alpha) = \hat{x}_p \) for all \( \alpha \geq 0 \) and all \( p \).

Conversely, assume that \( x^{(1)}(\alpha) = \hat{x}_p \) for all \( \alpha \geq 0 \), \( k = 1, 2, \ldots, m \). From (33) we must have
\[
\begin{align*}
\frac{\partial^2 f}{\partial x_k}(x)(\hat{x}_p - x_k) = 0 & , \quad \text{for } \hat{x}_p > 0, \\
\frac{\partial^2 f}{\partial x_k}(x)(\hat{x}_p - x_k) > 0 & , \quad \text{for } \hat{x}_p > 0.
\end{align*}
\]

(A6)

(A7)

By the condition assumed for the set of A/D matrices, we can from (9a) and (10a) derive that
\[
\begin{align*}
x_{a,p} = 0 & = d_{a,p}(x) - d_{a,p}(x) = 0, \\
x_{a,p} > 0 & = d_{a,p}(x) - d_{a,p}(x) > 0
\end{align*}
\]

which is the optimality condition for the (ORP).

b) follows from the proof of part b) in Theorem 3 almost verbatim. The only difference is in the notation. Q.E.D.

**Proof of Theorem 4:** a) We start with the Taylor series expansion
\[
J(y(t+1)) \leq J(y(t)) + \sum_{i=1}^{N} \frac{\partial J}{\partial x_i}(y(t))s_i(t) + \frac{1}{2} \alpha^2 L \| s(t) \|^2.
\]

(A8)

where \( L \) is a Lipschitz constant. For each \( i \) and \( t \), let processor \( i \) use aggregation policy \( k(i, t) \) at \( x(t) \) at time \( t \), then
\[
\begin{align*}
\left[ \frac{\partial J}{\partial x_i}(y(t)) , s_i(t) \right] &= \frac{\partial J}{\partial x_i}(x(t), s_i(t)) + \frac{\partial J}{\partial x_i}(y(t) - x(t), s_i(t)) \\
&= \left[ \frac{\partial J}{\partial x_i}(x(t)), P_{i}^{t+1}(x(t))s_{j(t)}(t) \right] + \left[ \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t)), s_i(t) \right].
\end{align*}
\]

In the second quality above, we use the fact that \( s_i(t) = P_{i}^{t+1}(x(t))s_{j(t)}(t) \) where \( P_{i}^{t+1}(x(t)) \) is the block submatrix of \( P_{i}^{t+1}(x(t)) \) (cf. (3)). Note that by (8) and Lemma 2b
\[
\left[ P_{i}^{t+1}(x(t)) \right]^T \frac{\partial J}{\partial x_i}(x(t), s_{j(t)}(t)) \leq \| s_{j(t)}(t) \|^2.
\]

Thus,
\[
\begin{align*}
J(y(t+1)) & \leq J(y(t)) - \alpha \sum_{i=1}^{N} \| s_{j(t)}(t) \|^2 \\
& \quad + \alpha \sum_{i=1}^{N} \left[ \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t)), s_i(t) \right] \\
& \quad + \frac{\alpha}{2} \sum_{i=1}^{N} \| P_{i}^{t+1}(x(t))s_{j(t)}(t) \|^2.
\end{align*}
\]

By Lemma 2d we have
\[
\begin{align*}
J(y(t+1)) & \leq J(y(t)) - \alpha \left(1 - \frac{\alpha}{2} \alpha \right) \sum_{i=1}^{N} \| s_{j(t)}(t) \|^2 \\
& \quad + \alpha \sum_{i=1}^{N} \left[ \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t)), s_i(t) \right].
\end{align*}
\]

Let us consider the last term in the above inequality. Now
\[
\left[ \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t)) \right] \leq \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t))
\]

By the Lipschitz continuity of the gradient we have
\[
\begin{align*}
\left( \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t)) \right) \leq L \| y(t) - x(t) \|^2 \\
\leq L \sum_{i=1}^{N} \| y(t) - x(t) \|^2 \leq aL \sum_{i=1}^{N} \| s_i(t) \|^2
\end{align*}
\]

where the second inequality comes from the inequality \( a^2 + b^2 \leq (|a| + |b|)^2 \), and the last inequality comes from (AC). Thus, using the fact that \( |ab| \leq 1/2(a^2 + b^2) \), for any scalars \( a, b \), we have
\[
\begin{align*}
J(y(t+1)) & \leq J(y(t)) - \alpha \left(1 - \frac{\alpha}{2} \alpha \right) \sum_{i=1}^{N} \| s_{j(t)}(t) \|^2 \\
& \quad + \alpha \sum_{i=1}^{N} \left[ \frac{\partial J}{\partial x_i}(y(t)) - \frac{\partial J}{\partial x_i}(x(t)), s_i(t) \right] \\
& \quad + \frac{\alpha}{2} \sum_{i=1}^{N} \| P_{i}^{t+1}(x(t))s_{j(t)}(t) \|^2
\end{align*}
\]

\[
\begin{align*}
& \leq J(y(t)) - \alpha \left(1 - \frac{\alpha}{2} \alpha \right) \sum_{i=1}^{N} \| s_{j(t)}(t) \|^2 \\
& \quad + \frac{\alpha}{2} \sum_{i=1}^{N} \| P_{i}^{t+1}(x(t))s_{j(t)}(t) \|^2
\end{align*}
\]
Using \( \| s(t) \|_2^2 = \| P^{[m]}(x'(t)) s(t) \|_2^2 \leq \| s(t) \|_2^2 \) [from Lemma 2d] and summing the above inequality over all \( n = 0, 1, 2, \ldots, t \) we have

\[
0 \leq J(y(t+1)) - J(y(t)) - \alpha \frac{L}{2} \sum_{n=0}^{t} \sum_{i=1}^{l} \| s^{[m]}(t) \|_2^2 + 2 \alpha^2 \gamma \sum_{n=0}^{t} \sum_{i=1}^{l} \| s^{[m]}(t) \|_2^2.
\]

For \( \alpha < (L/2 + 2\gamma)^{-1} \), we must have \( \lim_{n \to \infty} s(t) = 0 \), for all \( t \); otherwise \( J(y(t)) \to -\infty \) which is impossible. Thus, \( \{ J(y(t)) \} \) converges.

b) By (AC), we must have for all \( i, \lim_{n \to \infty} \| y_i(t) - x_i(t) \| = 0 \), i.e., the estimators at all the processors agree eventually.

c) Consider any \( 1 \leq i \leq l \). Since \( \{ J(y(t)) \} \) converges and \( J(x) \to \infty \) as \( \| x \| \to \infty \), the set \( \{ y(t) \} \) must be bounded. Let \( y^* \) be a limit point of \( \{ y(t) \} \). Since the consecutive elements of each \( T^* \) differ less than \( \delta \), \( y^* \) is also a limit point of the set \( \{ y(t) \} \).

Thus, there exists a subset \( T^* \subset T \) such that

\[
\lim_{n \to \infty} y_i(t) = y_i^* , \quad \lim_{n \to \infty} s_i(t) = 0.
\]

For any \( 1 \leq k \leq m \). Since the elements of \( T \) are bounded and each processor is using the \( m \) aggregation policies in a round-robin fashion, we can find an infinite set of times \( T^* \subset T \) such that \( T^* \) is a set of times that policy \( k \) is used. Since for any \( k \), \( P^k(\cdot) \) is continuous, and \( x^*(\alpha) \) is a continuous function of \( x \), we must have the following limits:

\[
\lim_{i \to T^*} P^k(x'(t)) = P^k(y^*)
\]

\[
\lim_{i \to T^*} \left[ x_i'(t) - \alpha \left[ P^k(x^*(t)) P^k(x'(t))^T \frac{\partial}{\partial x_i} (x(t)) \right] \right] = 0,
\]

\[
\left. \left[ y_i^* - \alpha \left[ P^k(y^*(t)) P^k(y^*(t))^T \frac{\partial}{\partial x_i} (y^*(t)) \right] \right] \right| \leq A \| t \|_2^2.
\]

But the subsequence \( \{ s_i(t) \} \subset T^* \) converging to \( 0 \); thus, we must have

\[
\left[ y_i^* - \alpha \left[ P^k(y^*(t)) P^k(y^*(t))^T \frac{\partial}{\partial x_i} (y^*(t)) \right] \right] = 0.
\]

Since \( i \) and \( k \) are arbitrary, the above limit together with Theorem 3a) imply that \( y^* \) is a critical point of the (BP). Q.E.D.

Proof of Theorem 4c: (Sketch).

a) Following the proof of Theorem 4 we start with the Taylor series expansion

\[
D(y(t+1)) \leq D(y(t)) + \alpha \sum_{i=1}^{l} \frac{\partial D}{\partial x_i}(y(t)) s_i(t) + \frac{1}{2} \alpha^2 \sum_{i=1}^{l} s_i(t)^2.
\]

Continue following the proof of Theorem 4 and use \( k \) to denote

\[
k(i, t).
\]

Consider the first-order term

\[
\left. \frac{\partial D}{\partial x_i}(x'(t)) \right| s_i(t) \right| = \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} d_{kp}(x'(t)) s_{kp}(\alpha; x'(t))
\]

\[
= \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} d_{kp}(x'(t)) s_{kp}(\alpha; x'(t))
\]

\[
= \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} d_{kp}(x'(t)) s_{kp}(\alpha; x'(t))
\]

\[
\leq \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} \sum_{s_{kp}(\alpha; x'(t)) = -\| s_{kp}(\alpha; x'(t)) \|_2^2}
\]

where the second equality comes from (29), and last inequality comes from part b) of Theorem 3a. In the above set of equalities and inequalities, the first, second, and third equalities correspond to a change of variables to unaggregated path-flow vectors, to aggregated path-flow vectors, and to aggregated path-flow vectors in the box-constrained form, respectively.

Consider the second-order term:

\[
\sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} \| s_{kp}(\alpha; x'(t)) \|_2^2 \leq \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} \| s_{kp}(\alpha; x'(t)) \|_2^2
\]

\[
= \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} \| s_{kp}(\alpha; x'(t)) \|_2^2 + \sum_{k \in \mathcal{W}} \sum_{p \in \mathcal{P}} \sum_{s_{kp}(\alpha; x'(t))}^2
\]

\[
\leq A \| s_{kp}(\alpha; x'(t)) \|_2^2
\]

where the first inequality comes from the fact \( a^2 + b^2 \leq (|a| + |b|)^2 \), the second inequality comes from the fact \( (a + b)^2 \leq 2(a^2 + b^2) \), and \( A = \max_{x \in \mathcal{W}} \max_{p \in \mathcal{P}} |s_{kp}(\alpha; x'(t))| \). Now the rest of the proof just follows the proof of Theorem 4 almost verbatim.

Q.E.D.
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