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Abstract

The problem of statically estimating the execution time distribution for a task graph consisting of a collection of subtasks to be executed in a heterogeneous computing (HC) system is considered. Execution time distributions for the individual subtasks are assumed to be known. A mathematical model for the communication network that interconnects the machines of the HC system is introduced, and a probabilistic approach is developed to estimate the overall execution time distribution of the task graph. It is shown that, for a given matching and scheduling, computing the exact distribution of the overall execution time of a task graph is very difficult, and thus impractical. The proposed approach approximates the exact distribution and requires a relatively small amount of calculation time. The accuracy of the proposed approach is demonstrated mathematically through the derivation of bounds that quantify the difference between the exact distribution and that provided by the proposed approach. Numerical studies are also included to further validate the utility of the proposed methodology.

1 Introduction

A heterogeneous computing (HC) system provides a variety of architectural capabilities, orchestrated to perform an application whose subtasks have diverse execution requirements [1]. HC has become a subject of intensive research within the high-performance computing community in the quest of systems that are versatile and provide good performance. For a description of example HC applications and a list of related references, refer to [1].

*This work was supported by Rome Laboratory under grant number F30602-96-1-0098.

Throughout this paper, an HC system is assumed to consist of a suite of independent machines of different types interconnected by a high-speed network. HC requires the effective use of diverse hardware and software components to meet the distinct and varied computational requirements of a given application. Implicit in the concept of HC is the idea that subtasks with different machine architectural requirements are embedded in the applications executed by the HC system. The concept of HC is to decompose a task into computationally homogeneous subtasks, and then assign each subtask to the machine where it is best suited for execution [1].

Unlike in distributed homogeneous systems (e.g., a network of workstations of the same type and configuration), it is generally difficult and impractical to suspend the execution of a subtask on one machine and resume that subtask's execution on another machine of a different type in an HC system. Thus, a challenge in making effective use of an HC system is to minimize the need for such dynamic subtask migration, which implies an increased importance on the static problems of assigning subtasks to machines (matching) and ordering the execution of subtasks assigned to the same machine (scheduling).

Performance prediction is the basis of matching and scheduling techniques for HC systems. Many matching and scheduling algorithms make the simplifying assumption that the execution time for each subtask is a known constant for each machine in the system (e.g., [2, 3]). However, there are elements of uncertainty, such as the uncertainty in input data values or in inter-machine communication time, which can impact the execution times. Machine choices for executing subtasks can also affect the execution time and its degree of uncertainty.

In this paper, the task to be executed on the HC system is modeled as a task graph consisting of a collection of subtasks. A mathematical model for the
communication network that interconnects the machines of the HC system is introduced, and a probabilistic approach is developed to estimate the overall execution time distribution of the task graph. This overall distribution depends on the individual subtask execution time distributions, the inter-machine communication time distributions, the data dependency structure among the subtasks, the matching of subtasks to machines, and the scheduling of subtasks matched to a common machine. It is shown that, for a given matching and scheduling, computing the exact distribution of the overall execution time of a task graph is very difficult, and thus impractical. The proposed approach approximates the exact distribution and requires a relatively small amount of calculation time. The accuracy of the proposed approach is demonstrated mathematically through the derivation of bounds that quantify the difference between the exact distribution and that provided by the proposed approach. Numerical studies are also included to further validate the utility of the proposed methodology.

Section 2 presents the basic assumptions and an overview of the approach. A mathematical framework for the approach is presented in Section 3. Section 4 demonstrates the generic difficulty associated with calculating the exact execution time distribution for a task graph. An approximate approach is then proposed based on the conditions set forth by the Kleinrock independence approximation [4]. Section 4 concludes with a mathematical derivation of a bound for quantifying the difference between the exact distribution and that associated with the proposed approach. In Section 5, execution time distributions determined using the proposed approach are compared with corresponding distributions obtained by simulation of example task graphs. These studies indicate that the proposed approach predicts the execution time distribution for a large class of practical task graphs with high accuracy.

2 Assumptions and Overview

It is assumed that the HC system consists of a dedicated network of machines under the control of a single matching/scheduling mechanism. The type of application task considered is composed of a number of subtasks, each of which is to be executed on a particular machine in the HC system. The execution time distribution for each individual subtask is assumed to be known or estimated for the machine on which it is to be executed. Previous approaches for determining the execution time distribution of (parallel) programs (e.g., [5, 6]) could be applied for estimating the execution time distribution of subtasks. Estimates of subtask execution time distributions based on empirical measurements could also be utilized in the framework assumed here.

The subtask-to-machine matching and the order of execution for multiple subtasks assigned to the same machine (i.e., the subtask scheduling for each machine) are assumed to be static and known. The problems of optimal matching and scheduling represent large bodies of research in the field of HC, e.g., see [3, 7]. How to determine good solutions to the matching and scheduling problems is beyond the scope of this paper. The goal here is to develop a new probabilistic approach for analyzing the overall task execution time for given matching and scheduling policies. From this probabilistic modeling foundation, future matching and scheduling techniques may be developed that are based on probabilistic metrics for performance.

For each subtask, all input data items must be present at the subtask's designated machine before computation starts, and output data items can be transferred to other machines only after computation of the subtask is completed. Data-dependencies among the subtasks are represented by a task graph. A task graph is a directed acyclic graph in which nodes represent subtasks and arcs represent the data-dependencies among the subtasks.

To compute the execution time distribution of the entire task, the assumed execution time distributions of all subtasks (on their designated machines) are utilized. These distributions correspond to the computation time of the subtasks only; distributions for the times required to input and output any data structures are defined separately.

For each subtask, the machine from which each required input data item is fetched is assumed to be specified. In general, these machines will depend on the subtask-to-machine matching that is used. For example, fetching a data item from the machine at which it was first generated (or was initially stored) is a simple rule that is often assumed for this type of analysis. However, the model devised here allows for more general refinements in how the data is distributed and retrieved. For example, the model is general enough to account for the data-reuse and multiple data-copies situations [8], which allow the fetching of data items from a machine other than the one where it was generated.

Network I/O at each machine is assumed to be non-blocking (e.g., handled by a stand-alone I/O proces-
or). Therefore, computation and inter-machine communication can be overlapped in time. Each subtask is assumed to start computation when its designated machine is ready and all its input data items are available on this machine. Immediately after computation for a subtask completes, the machine is made available for executing the next subtask scheduled for execution on that machine. Also, the output data items produced by the completed subtask are made available for all subsequent subtasks to be executed on that machine. If multiple data items produced by a subtask are to be transferred to other machines, the order in which they are sent is assumed to be specified. All outgoing data items at a given machine are assumed to be buffered when the machine is transmitting another data item.

In general, the network transmission time for a given data item (including the uncertain delay caused by network contention) depends on factors such as the size of the data item being transferred, the topology and bandwidth of the network, the type of switching used, the types of machine-network interfaces used, and the overall network load. For the purpose of this analysis, a network model in which the transmission time is modeled according to a probabilistic distribution is assumed. In this model, the shape of the distribution is fixed (e.g., the variance is fixed), and the mean of the distribution is defined to be the sum of a fixed overhead and a term proportional to the size of data item transferred. The fixed overhead corresponds to the latency of the network, and the coefficient for the second term corresponds to the inverse of the channel bandwidth. This represents one possible model for the transmission time for a network. Other network models are possible and could be used in place of the one assumed here. Furthermore, the transmission time can be source-destination dependent. The only requirement is that the transmission time be modeled according to a probabilistic distribution.

Three separate random variables are used to represent the start time, execution time, and completion time for each subtask. The values of the start and finish times are defined with respect to a global time-line, and the subtask execution time represents the length of an interval on this time-line. The task is assumed to start execution at time 0. A subtask is called a terminal subtask if it corresponds to a node with no successors in the task graph and is the last subtask executed on its designated machine. The maximum of the completion times over all terminal subtasks defines the finish time of the entire task.

3 Mathematical Model of Task Graph Execution in an HC System

In this section, random variables are used to model the data communication times among the machines and the start time, execution time, and finish time for each subtask. The relationships among these random variables are derived. These are used in the next section to compute the overall task execution time distribution by performing appropriate operations to the distribution functions of these random variables.

It is assumed that there are \( m \) machines in the HC system, labeled \( M_i, i = 0, 1, \ldots, m - 1 \). The task consists of \( n \) subtasks, labeled \( S_j, j = 0, 1, \ldots, n - 1 \). The subtask-to-machine matching is defined by the function

\[
\mathcal{M} : \{0, \ldots, n - 1\} \rightarrow \{0, \ldots, m - 1\}.
\]  

(1)

Thus, subtask \( S_j \) is to be executed on machine \( M_{\mathcal{M}(j)} \). For each machine \( M_i \), the number of subtasks assigned to \( M_i \) is denoted as \( \alpha_i \), and the execution schedule for these \( \alpha_i \) subtasks is defined by the function \( \mathcal{X}_i : \{0, \ldots, \alpha_i - 1\} \rightarrow \mathcal{M}^{-1}(i) \), which is a bijection. Thus, \( \mathcal{X}_i(k), 0 \leq k < \alpha_i \), defines the \((k+1)\)-th task to be executed; the sequence of execution on machine \( M_i \) is from subtask \( S_{\mathcal{X}_i(0)} \) to \( S_{\mathcal{X}_i(\alpha_i - 1)} \).

For each subtask \( S_j, 0 \leq j < n \), define \( n^I_j \) and \( n^O_j \) to be the number of associated input and output data items, respectively. Input data items of \( S_j \) are labeled \( D^I_j, 0 \leq v < n^I_j \). Output data items of \( S_j \) are labeled \( D^O_j, 0 \leq u < n^O_j \). If multiple output data items of a subtask need to be transmitted to other machine(s), then they are transmitted serially in ascending index order, i.e., \( D^O_j \) is transmitted before \( D^O_{j+u} \), for \( u < t \).

For each subtask \( S_j \), the times at which computation starts and finishes is modeled by random variables \( T^S_j \) and \( T^F_j \), respectively. The execution time of \( S_j \) is modeled by random variable \( \tau^E_j \), defined as \( \tau^E_j = T^F_j - T^S_j \). Note that throughout this paper, values of random variables involving the letter "\( T \)" correspond to points on the global time-line, and those that use "\( \tau \)" represent lengths of intervals on this time-line. It is assumed that the execution times of all subtasks are independent, i.e., \( \tau^E_j, 0 \leq j < n \), form a set of mutually independent random variables. This has been an assumption made by other researchers as well, e.g., [9]. Based on the definition of \( \tau^E_j \), a useful expression for \( T^F_j \) is given by:

\[
T^F_j = T^S_j + \tau^E_j.
\]  

(2)
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For each subtask \( S_{ij} \), the time at which input data item \( D_{j,v}^t \), \( 0 \leq v < n_j \), becomes available on machine \( M_{M(j)} \) is defined by \( T_{j,v}^F \). It is assumed that all initial data items are pre-loaded to the machines that will first use them, i.e., the time required to load these data items is not considered in the analysis. Thus, the available time for all pre-loaded data items is defined as 0. The sum of the queuing time, denoted by \( \tau_{j,u}^Q \), and the network time, denoted by \( \tau_{j,u}^N \), defines the time period starting at time \( T_j^F \) and ending when data item \( D_{j,u}^o \) is available at its destination subtask. If the destination subtask of \( D_{j,u}^o \) is on the same machine as \( S_{ij} \), then both \( \tau_{j,u}^Q \) and \( \tau_{j,u}^N \) are defined to be 0. Otherwise, \( \tau_{j,u}^Q \) represents the time \( D_{j,u}^o \) waits in the queue before machine \( M_{M(j)} \) begins to transmit it, and \( \tau_{j,u}^N \) represents the amount of time (including any delay caused by network contention) to transfer \( D_{j,u}^o \) through the network to its destination. Network times for different output data items are assumed to be independent (i.e., the random variables \( \tau_{j,u}^N \) are independent).

In the following discussion, let output data item \( u \) of \( S_j \) (i.e., \( D_{j,u}^o \)) be input data item \( v \) of subtask \( S_g \) (i.e., \( D_{g,v}^o = D_{j,u}^o \)). Also, if \( S_j \) and \( S_g \) are assigned to the same machine, i.e., \( M(g) = M(j) \), then \( \tau_{j,u}^Q = 0 \) for all \( u \). If \( u = 0 \) (i.e., \( D_{j,u}^o = D_{j,0}^o \) is the first data item transmitted), then the queuing time is zero, i.e., \( \tau_{j,0}^Q = 0 \). Hence, the general expression for \( \tau_{j,u}^Q \) is:

\[
\tau_{j,u}^Q = \begin{cases} 
0 & \text{if } u = 0 \\
\tau_{j,u-1}^Q + \tau_{j,u-1}^N & \text{otherwise.}
\end{cases}
\]

It is assumed that \( D_{j,u}^o \) is available to \( S_j \) immediately upon arriving at machine \( M_{M(g)} \). Let \( T_{j,u}^A \) define this arrival time, then

\[
T_{j,u}^A = T_{j,v}^I + T_j^F + \tau_{j,u}^Q + \tau_{j,u}^N.
\]

Assume now that subtask \( S_j \) is to be executed on machine \( M_i \), i.e., \( M(j) = i \), and is the \( (k+1) \)-th subtask scheduled for execution, i.e., \( X_k(k) = j \). Let \( T_{X_k(k)}^M \) denote the time that \( M_i \) becomes available for executing \( S_j \). If \( k = 0 \), i.e., \( S_j \) is the first subtask scheduled to execute on \( M_i \), then \( T_{X_k(k)}^M \) is defined to be 0. Otherwise, \( S_{X_k(k-1)} \) is the previous subtask that executes on \( M_i \), and \( T_{X_k(k-1)}^M \) is defined to be the finish time of \( S_{X_k(k-1)} \). Therefore, the general relation for the time when machine \( M_i \) becomes available for executing subtask \( S_{X_k(k)} \) is:

\[
T_{X_k(k)}^M = \begin{cases} 
0 & \text{if } k = 0, \\
T_{X_k(k-1)}^M \max_{v=0}^{n_j-1} \{ T_{j,v}^I \} & \text{otherwise.}
\end{cases}
\]

The start time of a subtask is the maximum of the available time of the designated machine and the maximum of all arrival times of its input data items:

\[
T_j^S = \max \left\{ T_j^M, \max_{v=0}^{n_j-1} \{ T_{j,v}^I \} \right\}.
\]

Equations (2) through (6) establish the relationships among the defined random variables, and are used to derive their associated probability distribution and/or density functions. In particular, distributions for the random variables \( T_j^F \) and \( T_j^N \) are assumed to be specified, and distributions for the other random variables are defined based on the relationships derived in this section. The overall execution time distribution of a task graph is analyzed in the next section.

### 4 Calculating the Execution Time Distribution for a Task Graph

#### 4.1 Difficulty with exact calculation

In a task graph, subtasks that require input data items from a common subtask have correlated start and finish times, and thus their associated random variables are not independent. This correlation can propagate to the start and finish times of subsequent subtasks that get data from these subtasks. All such subtasks correspond to nodes in the task graph that have a common ancestor. It is shown in this subsection that this type of correlation generally makes the exact derivation of the overall execution time distribution of a task graph difficult and impractical.

Before demonstrating the difficulty of performing basic operations on correlated random variables, the summation and maximum operations for independent random variables are first reviewed. From basic probability theory, recall that the density function of the convolution of the density functions of the individual random variables is the convolution of the density functions of the individual random variables [10]. Thus, for two independent random variables, say \( R \) and \( V \) with density functions \( f_R(\cdot) \) and \( f_V(\cdot) \), the density function of \( Y = R + V \) is given by the convolution of \( f_R(\cdot) \) and \( f_V(\cdot) \), denoted by \( f_Y(\cdot) = f_R(\cdot) \ast f_V(\cdot) \), which is defined by:

\[
f_Y(y) = \int_{-\infty}^{\infty} f_R(y - t) f_V(t) dt.
\]
Also recall that the distribution function of the maximum of independent discrete random variables is the product of the distribution functions of the individual random variables [10]. Thus, for two independent discrete random variables, say \( R \) and \( V \) with distribution functions \( F_R(\cdot) \) and \( F_V(\cdot) \), the distribution function of \( Z = \max\{R, V\} \) is given by

\[
F_Z(z) = F_R(z) \cdot F_V(z). \tag{8}
\]

Figure 1: An example task graph whose overall execution time distribution is difficult to derive.

Consider the task graph with five subtasks shown in Fig. 1. Assume there are two machines in the HC system. Subtasks \( S_0, S_2 \) and \( S_4 \) are assigned to machine \( M_0 \), and subtasks \( S_1 \) and \( S_3 \) are assigned to machine \( M_1 \). To simplify the presentation, the network communication times are assumed to be zero, i.e., \( \tau_{j,u}^N = 0 \) for all \( j \) and \( u \). Recall that \( \tau_j^E \) denotes the given execution time distribution of \( S_j \) on its designated machine. The start time of subtask \( S_4 \) can be derived by using Equations (2)–(6) as follows.

\[
T_0^F = \tau_0^E, \\
T_1^F = \tau_1^E, \\
T_2^S = T_0^F = \tau_0^E, \\
T_3^S = \max\{T_0^F, T_1^F\} = \max\{\tau_0^E, \tau_1^E\}, \\
T_2^F = \tau_0^E + \tau_2^E, \\
T_3^F = \max\{\tau_0^E, \tau_1^E\} + \tau_3^E, \\
T_4^S = \max\{T_2^F, T_3^F\} \\
\quad = \max\{\tau_0^E + \tau_2^E, \max\{\tau_0^E, \tau_1^E\} + \tau_3^E\}. \tag{9}
\]

Because \( T_2^F \) and \( T_3^F \) are not independent, Equation (8) is not applicable for computing the distribution of \( T_4^S \). The only way to compute the exact distribution for \( T_4^S \) is to consider \( T_4^S \) as a function of \( \tau_0^E, \tau_1^E, \tau_2^E, \) and \( \tau_3^F \) (which are assumed to be independent random variables) and use direct integration. To simplify the notation, let \( \tau_0^E = A, \tau_1^E = B, \tau_2^E = C, \tau_3^E = D, \) and \( T_4^S = X \). With these substitutions,

Equation (9) is

\[
X = \max\{A + C, \max\{A, B\} + D\}. \tag{9}
\]

An exact derivation of the distribution function for \( X \) (i.e., \( T_4^S \)) based on basic probability theory is as follows.

\[
F_X(x) = \Pr[\max\{A + C, \max\{A, B\} + D\} \leq x] \\
= \Pr[A + C \leq x, \max\{A, B\} + D \leq x] \\
= \int \Pr[A + C \leq x, \max\{A, B\} + D \leq x | D = d] \, dF_D(d) \\
= \int \Pr[A + C \leq x, \max\{A, B\} \leq x - d] \, dF_D(d) \\
= \int \Pr[A + C \leq x, \max\{A, B\} \leq x - d, B = b] \, dF_B(b) \, dF_D(d) \\
= \int \Pr[A + C \leq x, B = b] \, dF_B(b) \, dF_D(d) \\
= \int \Pr[A + C \leq x, \max\{a, b\} \leq x - d] \, dF_B(b) \, dF_D(d) \\
= \int \Pr[C \leq x - a, \max\{a, b\} \leq x - d] \, dF_B(b) \, dF_D(d) \\
= \int \Pr[C \leq x - a] \, dF_B(b) \, dF_D(d) \\
= \int \Pr[C \leq x - a] \, F_B(b) \, dF_D(d) \\
= \int F_C(x - a) I(\max\{a, b\} \leq x - d) \, dF_B(b) \, dF_D(d), \tag{10}
\]

where \( I(\cdot) \) is the “indicator function,” defined for this case as follows: if \( \max\{a, b\} \leq x - d \), then \( I(\max\{a, b\} \leq x - d) = 1 \); otherwise \( I(\max\{a, b\} \leq x - d) = 0 \).

The above example illustrates that even for a simplified model (i.e., ignoring the communication overhead) of the considered task graph, the derivation of the exact execution time distribution is non-trivial. In particular, the production of a string of equalities is required (based on basic principles of probability theory) in order to derive the final expression given in Equation (10). Thus, although the final expression can be evaluated in this case, it was not straightforward to derive.

Practical task graphs will be more complicated than that of Fig. 1, and dependencies imposed by machine availability could further complicate the relationships among the start and finish times of subtasks. Although exact derivation for general task graphs may
be possible, there is no clear systematic approach for automating such a derivation. A goal of this paper is to devise an approach for systematically determining (or suitably approximating) the execution time distribution of a task graph. In the remainder of this section, such a technique is proposed for estimating the overall execution time distribution based on the Kleinrock independence approximation. This approximation enables the usage of the simple formulas for summation and maximum of random variables (i.e., Equations (7) and (8)).

4.2 Independence assumption

As demonstrated in the previous subsection, sub-tasks corresponding to nodes in the task graph that have a common ancestor can have correlated random variables associated with the start and finish times. In such cases, deriving an expression for the exact distribution of the overall execution time distribution can become unrealistic for general task graphs. However, conditions exist for which the associated random variables can nevertheless be treated as uncorrelated despite this type of interaction. The Kleinrock independence approximation [4] is a well-known condition for describing this situation, and is used here as the basis for assuming independence among random variables that may technically be correlated.

To understand the original rationale of the Kleinrock independence approximation, consider a data network in which there are many interacting transmission queues. A traffic stream departing from one queue enters one or more other queues, perhaps after merging with portions of other traffic streams departing from yet other queues. Although packet inter-arrival times of data packets can become dependent (i.e., correlated) after a traffic stream leaves the first queue, the Kleinrock independence approximation concludes that the merging of many different packet streams on a transmission line has an effect similar to restoring the independence of inter-arrival times and packet lengths [11].

Similarly, in a task graph, a subtask may take input from many other subtasks, and multiple subtasks may be assigned to the same machine, where they must wait for the machine to become available before execution. The effect is analogous to that of merging many traffic streams in a data network. Thus, it is assumed that the input of data from many other subtasks has the effect of restoring independence among the start and finish times of subtasks that have a common ancestor in the task graph. This approximation of independence is the basis for justifying the use of Equations (7) and (8) to compute the distribution of start and finish times of subtasks. The degree to which this independence approximation is violated (or not) will influence the resulting accuracy of the calculated distribution. The estimation error is analyzed mathematically in Subsection 4.4, and is investigated further in Section 5 through numerical simulation studies.

4.3 Proposed approach for calculating the execution time distribution

Subtask start and finish time distributions are calculated in an order determined by the data dependency structure of the task graph and machine availability, which depends on the given matching of subtasks to machines and local scheduling for each machine. The key to calculating the start and finish time distributions is to partition the subtasks into layers, which requires the definition of an immediate predecessor. Subtask $S_j$ is an immediate predecessor of subtask $S_g$ if either of the following conditions is satisfied: (1) $S_g$ requires data from $S_j$ (i.e., there is an arc in the task graph from $S_j$ to $S_g$) or (2) $S_j$ and $S_g$ are assigned to the same machine and $S_j$ is scheduled to execute immediately before $S_g$. Those subtasks without an immediate predecessor are put into layer 1. A subtask is put into layer $k + 1$ if the highest layer number of its immediate predecessors is $k$. Based on this definition (which implies a constructive procedure), there is no data dependence among subtasks of the same layer. The main difference between this layering approach and those found in the literature (e.g., Cluster-M model in [12]) is the resource dependence determined by scheduling is also considered, i.e., condition (2) above, is also considered.

Subtask start and finish time distributions are first computed for subtasks in layer 1. Distributions for the time each output data item is available on its target machine are then calculated. These steps are repeated for subtasks in layer 2, and so on. In this way, when the start time distribution of each subtask is computed, the distributions for available times of the designated machine and all input data items are known.

For each subtask $S_j$ considered in the “layered” order, the following four calculations are performed.

1. Compute distribution function for subtask start time:

$$F_{T_{j}}(\cdot) = F_{T_{j}^{M}}(\cdot) \prod_{v=0}^{n_{j}^{v}-1} F_{T_{j,v}^{v}}(\cdot).$$  \hspace{1cm} (11)
2. Compute density function for subtask completion
time:
\[ f_{T_f}^* (\cdot) = f_{T_f} (\cdot) \cdot f_{T_f} (\cdot). \] (12)

3. Let the next subtask to be executed on machine
\( M_{M(f)} \) be \( S_g \). Define the density function for machine
available time for \( S_g \):
\[ f_{T_M} (\cdot) = f_{T_f} (\cdot). \] (13)

4. For each \( u \) from 0 to \( n_I^2 - 1 \), let output data
item \( D_{f,u}^O \) be the input data item \( h \) of subtask \( S_g \)
(i.e., \( D_{f,u}^O \)). Compute the distributions for queueing
time, arrival time for \( D_{f,u}^O \), and the available
time for \( D_{g,h}^I \):
\[
\begin{align*}
& f_{T_f}^Q (\cdot) \\
& = \begin{cases}
\delta (\cdot) & \text{if } u = 0 \text{ or } M(j) = M(g), \\
\delta (\cdot) & \text{otherwise.}
\end{cases}
\end{align*}
\] (14)
\[
\begin{align*}
& f_{T_{f,u}} (\cdot) = f_{T_{f,u}} (\cdot) \cdot f_{T_{f,u}} (\cdot) \\
& = f_{T_f} (\cdot) \cdot f_{T_f} (\cdot) \cdot f_{T_f} (\cdot) \cdot f_{T_f} (\cdot).
\end{align*}
\] (15)

(\( \delta (\cdot) \) represents the Dirac delta function [13].)

After completing the above four steps for each subtask
(ordered according to the layer numbers), the overall
distribution of the task execution time is computed.
Let \( \phi \) be the number of terminal subtasks, and
let \( \{S_{j_0}, S_{j_1}, \ldots, S_{j_{\phi-1}}\} \) be the set of terminal subtasks.
Then the probability distribution function of the completion
time of the entire task is:
\[ F_T (\cdot) = \prod_{\phi=0}^{\phi-1} F_{T_{f}^*} (\cdot). \] (16)

4.4 Error analysis

In this subsection, the difference between the distribution
computed by the proposed approach (Subsection 4.3) and the exact
distribution is analyzed for a special class of task graphs for which
the Kleinrock independence assumption is (apparently) violated.
An analytical expression for the difference of the means of
these distributions is derived. Based on this expression,
it is shown that the proposed approach always
overestimates the actual mean of the execution time.
A bound for the difference of the means is also derived
that depends on the parameters of the assumed
subtask distributions involved. Finally, conditions are
determined for which the distribution of the proposed
approach equals the exact distribution for this class of
task graphs.

In a task graph, a fork-join structure between two
subtasks \( S_f \) and \( S_j \) contains a set of two or more
disjoint paths from \( S_f \) to \( S_j \) ("f" is for fork and "j" is
for join). Let \( W \) denote the set of subtasks in a
fork-join structure, excluding \( S_f \) and \( S_j \). For a given
subtask-to-machine matching and a given scheduling
for each machine, a fork-join structure is called an
isolated fork-join structure if every immediate prede-
cessor of a subtask in \( W \) belongs to \( W \cup \{S_f\} \).
Examples of isolated fork-join structures are shown in
Fig. 2, in which each subtask is assumed to be assigned
to a distinct machine. The conditions of the
Kleinrock independence approximation are clearly vi-
olated in an isolated fork-join structure. This is because
the data that flows from \( S_f \) to \( S_j \) (e.g., \( S_0 \) to
\( S_3 \) in Fig. 2(a)) does not merge with other data origi-
nating from subtasks outside that fork-join structure.
Therefore, the effect of restoring independence of ar-
ival times of input data items for \( S_j \) by merging data
flows from different subtasks/machines does not oc-
cur. Perhaps surprisingly, it is shown that even for this
"worst case" structure (i.e., the isolated fork-join
structure), the proposed approach still can provide
reasonably accurate estimate of the exact distribution.
Under certain conditions, it is shown that the distri-
bution from the proposed approach actually coincides
with the exact distribution.

![Figure 2: Examples of isolated fork-join structures.](image)

Each subtask is assumed to be assigned to a distinct
machine for each example.

Isolated fork-join structures are characterized by
the number of disjoint paths that connect \( S_f \) to \( S_j \).
In Fig. 2(b), note that the chains \( S_1 \to S_3 \to S_5 \) and
\( S_2 \to S_4 \) can each be reduced to a single subtask, re-
sulting in a structure identical to that in Fig. 2(a).
Therefore, without loss of generality, only structures in which there is exactly one subtask on each path between \( S_1 \) and \( S_j \) (such as Figs. 2(a) and (c)) are studied here.

In general, for multiple subtasks matched to the same machine, a fork-join structure may not be an isolated fork-join structure. For example, consider Fig. 3 in which the subtasks are matched to machines as indicated by the ovals. Although \( S_0 \) through \( S_3 \) form a fork-join structure, the scheduling of \( S_1 \) and \( S_3 \) on \( M_1 \) determines whether it is an isolated fork-join structure. In particular, if \( S_5 \) is scheduled before \( S_1 \) then it is not an isolated fork-join structure, because \( S_5 \) is an immediate predecessor of \( S_1 \) and \( S_5 \not\in \{ S_0 \} = \{ S_0, S_1, S_2 \} \).

In [6], the exact distribution for \( X^* \) is derived and the difference between \( X \) and \( X^* \) is analyzed mathematically. Due to space limitations, only the results of this analysis are included here (refer to [6] for the detailed derivation). To state the results, some notation is needed for quantifying the ranges of the random variables \( A, B, \) and \( C \). Because these random variables represent the execution times of \( S_0, S_1, \) and \( S_2 \), it is assumed that they are finite and have finite range. Thus, there exists constants \( 0 \leq a_1 \leq a_2, 0 \leq b_1 \leq b_2, \) and \( 0 \leq c_1 \leq c_2 \), such that \( \text{Pr}[A < a_1] = \text{Pr}[A > a_2] = 0, \) \( \text{Pr}[B < b_1] = \text{Pr}[B > b_2] = 0, \) \( \text{Pr}[C < c_1] = \text{Pr}[C > c_2] = 0. \)

The following is a summary of the results proven in [6].

1. The proposed approach always overestimates the mean, and the estimation error for the mean is upper-bounded by the length of the range of \( A \):

\[
0 \leq EX - EX^* \leq a_2 - a_1,
\]

where \( EX \) and \( EX^* \) denote the expected values (i.e., means) of the approximate and exact distributions, respectively.

2. The proposed approach yields the exact distribution if the length of the range of \( A \) is shorter than the length of the combined range of \( B \) and \( C \). Mathematically, this condition on the length of the range of \( A \) is stated as:

\[
a_2 - a_1 < \max\{b_2, c_2\} - \min\{b_1, c_1\}.
\]

Thus, if the above inequality is satisfied, then the distribution produced by the proposed approach equals the exact distribution (i.e., \( X = X^* \)).

These two results share a common theme - the smaller the range of possible values for \( A \), the smaller the estimation error. The second result is most interesting, and perhaps most surprising. It states that if the range of values for \( A \) is sufficiently small (with respect to the corresponding ranges for \( B \) and \( C \)), then the estimated distribution actually equals the exact distribution (i.e., there is no estimation error). An important key in deriving these results is the finite range assumption for the random variables \( A, B, \) and \( C \).

5 Numerical Studies

5.1 Overview

In this section, the accuracy of the execution time distributions determined from the proposed approach
(Subsection 4.3) is evaluated through numerical studies. Due to the size and complexity of the task graphs considered, derivation of the exact distributions (as done for the simple task graphs considered in the previous section) is not feasible. Thus, detailed simulations of the task graphs are performed as a means of determining the actual distributions. The results show that the proposed approach predicts simulated task graph execution time distribution with high accuracy. Task graph structures for which the independence among the random variables is apparently violated to a substantial degree are also studied. Even for these task graph structures, the distributions computed by the proposed approach match those from the simulation reasonably well. On a Sun SPARCstation 5, the time required to compute distributions based on the proposed approach is about 10 times less than that based on simulating the task graph over 4000 instances.

For this study, each subtask execution time distribution (associated with the random variable $\tau_j^E$ for subtask $S_j$) is assumed to be either a uniform or a normal distribution. (This is for convenience only; any distribution could be used in this framework.) Each network transmission time distribution (associated with the random variable $\tau_j^N$) is assumed to be a normal distribution with a fixed standard deviation, and the mean defined as the sum of a fixed overhead and a term proportional to the size of data item to be transferred. (Each normal distribution $N(\mu, \sigma)$ with mean $\mu$ and standard deviation $\sigma$ is discretized in the range of $(\max\{\mu - 4\sigma, 0\}, \mu + 4\sigma)$.) The parameters of these distributions are included in an input file. Also included in this file is the subtask-to-machine matching and execution schedule of each individual machine. A program was written in C to parse this input file and output a Matlab program for simulating the execution time of task graph (see [6] for details).

For each instance of the simulation, the execution time of a subtask is determined by generating a random number according to its assumed distribution, and network transmission times are determined similarly. The overall execution time of the task graph is calculated according to the data dependency structure of the task graph and execution schedule of the individual machines. Subtask start and finish times are first computed for subtasks in layer 1. The time each output data item of layer 1 subtasks is available on its target machine are then calculated. These steps are repeated for subtasks in layer 2, and so on. In this way, when the start time of each subtask is computed, the available times of the designated machine and all input data items are known. The overall execution time of the task graph is the maximum of the finish times over all terminal subtasks. For each task graph studied, 4000 simulation instances were performed to collect the sample distribution of the overall execution time of the task graph.

5.2 Comparison of estimated distribution and simulated sample distribution

The first task graph studied is shown in Fig. 4. There are 12 subtasks in the graph, labeled from $S_0$ to $S_{11}$. Each arc is labeled with an ordered pair $(d, k)$, where $d$ is the amount of data to be transferred and $k$ is the output data index for the source subtask. (Recall if a subtask has multiple output data items to be transmitted to other machine(s), they are transmitted in ascending index order.) It is assumed that there are four machines in the HC system, labeled from $M_0$ to $M_3$. The assumed subtask-to-machine matching, execution schedule of each machine, and execution time distribution of each subtask on its designated machine are defined in Table 1. Three subtasks are assigned to each machine. Each row corresponds to parameters for a subtask; the first column is the label of the subtask, the second column is the label of its designated machine, the third column is the order of execution on that machine, and the forth column parameterizes its execution time distribution.

The network transmission time is modeled by a normal distribution with a standard deviation of 3. Two separate models for the mean of the network network transmission time were used. In the first, the mean is equal to $10 + (5 \times d)$, and in the second, the mean is equal to $20 + (30 \times d)$. These two models represent different computation to communication ratios. For
<table>
<thead>
<tr>
<th>subtask</th>
<th>machine</th>
<th>schedule</th>
<th>exe. time distr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$U(125, 146)$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$N(203, 10.3)$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>$U(244, 325)$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>$N(301, 24.3)$</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>0</td>
<td>$U(203, 248)$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>$N(350, 27.3)$</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>$U(271, 324)$</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>2</td>
<td>$N(283, 26.1)$</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>1</td>
<td>$N(201, 34.1)$</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
<td>$U(278, 321)$</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>$U(130, 183)$</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>2</td>
<td>$N(231, 29.4)$</td>
</tr>
</tbody>
</table>

Table 1: Assumed matching, scheduling, and execution time distribution for subtasks of Fig. 4. $U(a, b)$: uniform distribution between $a$ and $b$. $N(\mu, \sigma)$: normal distribution with mean $\mu$ and standard deviation $\sigma$.

For each model, the distribution for the execution time of the entire task graph are obtained through simulation, and the corresponding distribution is also computed by the proposed approach.

The results of these studies are shown in Figs. 5 and 6. For each study, the difference between the simulated mean execution time and the estimated mean execution time is less than 0.4%, and the difference for standard deviation is less than 6.3%. From this, it is concluded that the proposed approach accurately estimates the distribution of execution time for the task graph considered.

Simulation was also performed for the task graph shown in Fig. 7. The task graph is nearly the same structure as that of Fig. 4. The only difference is the arc $S_4 \rightarrow S_6$ (in Fig. 4) has been changed to become arc $S_6 \rightarrow S_{11}$ (in Fig. 7). However, this small change in the structure of the task graph creates an isolated fork-join structure ($S_2, S_6, S_7, S_{11}$). The subtask-to-machine matching, subtask execution time distribution, and execution schedules of individual machines remain unchanged. Simulations are performed using the same two network communication models as used for Fig. 4. The resulting distributions are compared with estimates in Figs. 8 and 9. Still, the proposed approach provides a good approximation for the task graph execution time distribution. The error between estimated and simulated results is less than 1.08% for the mean execution time and less than 10.4% for the standard deviation. This example demonstrates the robustness of the proposed approach when some assumptions are violated. (Recall that even for isolated fork-join structure, the estimation error for the mean execution time is upper-bounded by the width of the density of execution time of the fork node, and conditions exists under which exact results could be obtained.)

Figure 5: Distributions of execution time for task graph in Fig. 4 where the mean of network transmission time is equal to $10 + (5 \times d)$. (a) Sample distribution. (b) Estimated distribution.

6 Summary

In this paper, a methodology for estimating the execution time distribution for a task graph executed in an HC system is introduced. Individual subtask execution time distributions are assumed to be known or estimated using analytical or empirical techniques. A probabilistic model for the data transmission time is developed. Random variables are used to represent
Figure 6: Distributions of execution time for task graph in Fig. 4 where the mean of network transmission time is equal to 20 + (30 × d). (a) Sample distribution. (b) Estimated distribution.

Figure 8: Distributions of execution time for task graph in Fig. 7 where the mean of network transmission time is equal to 10 + (5 × d). (a) Sample distribution. (b) Estimated distribution.

The duration of subtask executions and network transmissions, as well as the start and finish times. Data dependency and machine availability are used to derive the relationships among these random variables.

It is demonstrated that deriving the exact execution time distribution for general task graphs is extremely difficult. The Kleinrock independence approximation is applied to make the computation of associated probability distributions tractable. Graph structures for which the independence assumption is violated are identified, and an upper bound of the estimation error for the mean execution time is derived for this case. Simulations were performed for various task graphs. The simulation results indicate that the proposed approach provides accurate estimates for execution time distribution.
Figure 9: Distributions of execution time for task graph in Fig. 7 where the mean of network transmission time is equal to 20 + (30 x d). (a) Sample distribution. (b) Estimated distribution.
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