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Abstract

Multistage interconnection networks (MIN) are used
to connect processors to memories in shared mem-
ory multiprocessor systems. A generalized Markov
chain model for the performance evaluation of a single-
buffered Omega network, in the presence of a hot spot,
has been proposed in this paper. The proposed model
produces better results than ezisting models.

1 Introduction

Multistage interconnection networks (MIN) are used
to interconnect a large number of processors to mem-
ories in tightly coupled multiprocessor systems. MINs
have also been proposed as switching fabrics in ATM
switches of Broadband ISDN networks. The perfor-
mance of unbuffered and buffered MINs have been
widely studied using analytical models and simula-
tion techniques [1,2,3,4,5]. Most of the analytical
models have assumed uniform traffic in the network.
Jenq [1] proposed an elegant iterative Markov chain so-
lution, for a MIN using 2 x 2 switching elements (SEs).
His work was generalized to a x a SEs by Yoon [2].
Theimer [3] removed two independence assumptions
of Jenq to obtain better results. Hsiao [4] proposed
a model by relaxing an independence assumption of
Yoon. Pfister [6] reported the phenomenon of tree sat-
uration due to hot spots in a buffered MIN. Hot spots
give rise to non-uniform traffic in the network. No effi-
cient analytical model is available to study the perfor-
mance of buffered MINs in the presence of a hot spot.
The aim of this paper is to develop an analytical model
for the performance evaluation of single-buffered MINs
in the presence of a hot spot.

Jenq [1] laid the groundwork for analyzing a single-
buffered Omega network having 2x2 SEs. He made the
following independence assumptions in order to reduce
the state space of the model.

1. The state of a SE at stage k is statistically not dis-
tinguishable from that of another SE at the same
stage.

2. Routing requests from packets in the buffer of a SE
at successive stage cycles are independent.
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3. The two buffers in the same SE are statistically
independent.

Based on the above assumptions, Jenq proposed a 2-
state model where the network was modeled by the
state of a single buffer being empty or full. A packet,
blocked during a cycle for a particular output link of
a SE, will request the same output link of the SE at
all successive cycles until it moves to the next stage.
Therefore, assumption 2 of Jenq’s model does not hold
for blocked packets. Secondly, the probability that a
packet in a buffer of a SE can move forward during a
cycle depends on the state of the other buffer of the SE
during that cycle. The above fact is in contradiction
to assumption 3 of Jenq’s model.

Jenq proposed a second model by taking into ac-
count the dependencies between the buffers of a SE.
He concluded that the assumption of independence be-
tween buffers is a good approzimation.

Jenq’s work has been extended by Yoon [2] to model
a multiple-buffered Delta network using a X a SEs.
Theimer [3] developed a model by removing indepen-
dence assumptions 2 and 3 of Jenq. Theimer concluded
that consideration of the dependencies between buffers
of a SE leads to a small improvement of the results.
Hsiao [4] proposed an extension to Yoon’s model by
taking into account the dependency between states of
the buffers of a SE, and the fact that a blocked packet
will hunt for a previously determined output link. The
inaccuracy in the model is due to its inability to store
the information regarding the output link of the SE for
which the packet was blocked.

We modified the above mentioned existing models
for uniform traffic, in the hope of arriving at a model
which would be suitable for hot spot traffic. The modi-
fications included the following changes to the previous
assumptions.

O The routing probabilities of a new packet to the
output links of a hot SE, are proportional to the
sum of the probabilities of the requests to the set of
memories that can be reached through the output
links.

O Since hot spot traffic causes different traffic rates at
the inputs of the SEs of a stage, the SEs of a stage
are not statistically identical. Classified according



to the data rates at the inputs to the switches [7],
S; has 7 types of SEs.

We propose a 4-state memorized model which stores
the information regarding the output link that was re-
quested when a packet was blocked. In addition to
removing both the independence assumptions of Jenq
and Yoon, we have taken a rigorous account of the de-
pendencies among successive requests from a buffer in
a SE. We have further extended the models proposed
by Jenq and Theimer to make them suitable for hot
spot traffic by having different sets of equations for the
different types of SEs. In a similar manner, we have
extended our proposed model to permit the analysis in
the presence of hot spot traffic.

Because of space limitations, our proposed model
will be described only for uniform traffic. Extensions
to the model for hot spot traffic can be easily done by
using the properties of a MIN under hot spots [7]. How-
ever, results obtained from Jeng’s model, Theimer’s
model, and our proposed model will be presented for
both untform and hot spot traffic patterns.

The objectives of the research work described in this
paper are as follows.

O To modify the existing models to make them suit-
able for hot spot traffic, and evaluate their accuracy.

O To develop a new generalized analytical model for
hot spot traffic. Uniform traffic can also be analyzed
by the generalized model since the uniform traffic is
a special case of the hot spot traffic.

The modeling assumptions are described in the next
section. A generalized model is proposed in section 3.
Results obtained from the proposed model, in the pres-
ence of uniform and hot spot traffic, are compared with
those from previous models and stochastic simulations
in section 4. Finally, some concluding remarks are
given in section 5.

2 Modeling Assumptions

The Omega network will be taken as an example of
a MIN to be modeled. The network connects N inputs
to N outputs using n = log, N stages of N/2 SEs per
stage. The following modeling assumptions, used by
most authors, are made regarding the network and its
operation.

1. There are N = 2" processors and N memory mod-
ules in the system, where n is an integer. The 1—th
processor and the j—th memory will be denoted by
PE; and MM; respectively, where 0 < 3,7 < N—1.

2. A packet switched network operating in the syn-
chronous mode is assumed. Destination tag routing
is used to route packets in the network.

3. Each input to a SE has a single buffer to store a
packet. If two packets at the input buffers of a
SE request the same output link, the SE randomly
selects one input; the rejected one is blocked in the
buffer and has to try again in the next cycle.

4. Temporal independence of requests is assumed.

763

5. Memory requests from processors, during a cycle,
are assumed to be spatially independent.

6. The probability that a processor generates a mem-
ory request at the beginning of a cycle is po.

7. For uniform traffic, the probability that a proces-
sor request is directed to any particular memory
module is 1/N. For hot spot traffic pattern, MM,
is assumed to be a hot memory module for all pro-
cessors. If PE; generates a request during a cy-
cle, the probability that it will request MM, is
h, whereas the probability of requesting any other
module MMy, 5 # h,is h' = (1—h)/{M —1), where
h>h'

8. In the case of uniform traffic, a new packet arriving
at the input of a SE is equally likely to request any
one of the output links of the SE. On the contrary,
for hot spot traffic pattern, a packet arriving at
the input of a SE is not necessarily uniformly dis-
tributed over the outputs of the SE.

9. A backpressure mechanism prevents any loss of
packet inside the network.

10. There is no blocking at the output links of the net-

work.

11. Requsts for hot memory modules are called hot
requests. Links and switches which carry hot re-
quests are called hot links and hot switches respec-

tively.

Assumption 4 is unrealistic since, in practice, blocked
requests are resubmitted in the next cycle. The as-
sumption makes the analysis simple without introduc-
ing too much of errors [8].

3 Performance Analysis

The performance measure considered is the average
bandwidth of the network. The average bandwidth
is defined as the average number of packets arriving
at the output of the network during a stage cycle. A
Markov chain model has been developed by assuming
that the SEs in a stage are statistically independent in
the case of uniform traffic, and then assigning states to
the buffers of a SE. The 4-state model memorizes the
history of blocking. The states of a buffer in a SE are
represented by 0,n,b, and ¥ corresponding to the
buffer being in an empty state, new state, blocked for
the upper output link state, and blocked for the lower
output link state respectively. For modeling purposes,
rre sp]lit the stage cycle time (7) into two phases as in

1,2,3].

O In the first phase of the cycle (1), the availability
of buffer space at the next stage along the destined
path of a packet in the current buffer is determined.

O In the second phase (72), packets may move forward
one stage if the next stage buffers are ready to ac-
cept them.

The whole process is repeated every stage cycle. How-
ever, in practice the two phases in a buffer overlap, and



enqueuing and dequeuing of packets in a buffer occur
simultaneously. We call the states of the buffer at the
beginning of 71, at the end of 71, and at the end of
72 as initial state, sntermediate state, and final state
respectively.

The initial (p,) and intermediate (f;) state proba-
bilities of a buffer at stage k during the ¢-th stage cycle
are defined as follows.

pz(t,k) = Pr|a buffer at stage k is in state z at the
beginning of 7, of the t-th stage cycle, z €
{0’ n, bu ) bl }]

P=(t,k) = Pr[a buffer at stage k is in state z at the
end of 7 of the t-th stage cycle, z € {0,b,,b; }].

The routing probability of a packet is defined as the
probability that a packet in a buffer of a SE can be
routed to the next stage. The routing and blocking
probabilities will be denoted by r and 7 respectively
and are defined as follows.

r%(t,k) = Pr[a packet in a buffer of a SE at stage k
is able to move forward to the upper output link
of the SE during 7, of the t-th stage cycle, given
that the buffer was in state z at the beginning of
the cycle, z € {0, n, by, b }].

72(t, k) = Pr|a packet in a buffer of a SE at stage k is
unable to move forward to the upper output link
of the SE during 7, of the t-th stage cycle, given
that the buffer was in state z at the beginning of
the cycle, z € {0,n, b, , b }].

Similarly, r',(t,lc} and 7!(t,k) are the routing and
blocking probabilities respectively for the lower out-
put link of a SE. The acceptance probabilities () of a
buffer are defined as follows.

a(t, k) = Pr{a buffer in a SE at stage k is able to accept
a packet during 7; of the t-th stage cycle].

az(t, k) = Pr[a buffer in a SE at stage k is able to ac-
cept a packet during r of the t-th stage cycle,
given that the buffer was in state z at the begin-
ning of the stage cycle].

The traffic rate at a link between two stages depends
on whether a packet is offered to the next stage through
the link and the next stage is able to accept it. The
probability of offering a packet to the next stage and
the traffic rate at a link will be denoted by ¢ and p
respectively.

q(t, k) = Prfa packet is offered to a buffer of a SE at
stage k during r; of the i-th stage cycle].

The offered packet is received by the buffer at stage
k if the buffer was in state O at the start of r,, or in
any of the states n, b, , or b; at the start of 7, and the
packet was successfully routed to stage k+ 1 during 7;.

p*(t, k) = Pr|a packet is received on the upper input
buffer of a SE at stage k during 7; of the t-th
stage cycle].

764

Similarly, p'(t, k) is the probability that a packet is re-
ceived on the lower input buffer of a SE. The following
two lemmas will be used in deriving the expressions for
the different state and transition probabilities.
Lemma 1: When the two buffers of a SE at stage &
contain a new and a blocked packet at the start of the
t-th stage cycle, then the buffer at stage k+ 1 for which
the blocked packet (at stage k) is destined can not be
in state 0.

Lemma 2: At the final stage of the network, both the
buffers of a SE can not be in the same (either b, or 3;)
blocked state during any cycle.

Figure 2 shows the possible state transitions from the
initial states of a buffer (beginning of 7;) to intermedi-
ate states (end of 71), and from intermediate states to
final states (end of 72). The probabilities of the differ-
ent state transitions are also shown in the figure. The
intermediate and initial state probabilities can be re-
lated as follows.

Intermediate state probabilities

Po(t, k) = po(t, k) + palt, k)[r:(t, k) + rﬁ,(t, k)] +
pp, (t, k)rgu (¢, k) + py, (¢, lc)r;" (t,k)

B, (6 6) = pult, KIF2 (6, K) + p3, (6 E)7 (6,8)
ﬁb‘ (t: k) = DPn (t, k)irlt(t’ k) + Pb‘ (t, k)ié‘ (t) k)

State probabilities

polt+1,k) = Foltk)1-altk)] (4
pn(t+1,k) = ﬁo(t’k)q(t’k) (5)
Pb, 1K) =y, (t,k) (6)
P+ 1E) =y, (6) (7

Acceptance probabilities

The probability that a buffer at stage k can accept a
packet during the ¢-th cycle can be expressed in terms
of the routing and intermediate state probabilities as
given below.

ap(t, k) = ri(t,k)+rl(t k) (8)
op (t,k) = T, (t, k) (9)
ayp, (t,k) r;" (t, k) (10)
aft,k) = polt, k) (11)

Routing and blocking probabilities

When there is a new packet and a blocked packet
at the two buffers of a SE at stage k during cycle ¢,
and both of them are destined for the same output
link of the SE, the probability that the buffer at stage
k+ 1 is able to accept one of these packets is found as
follows. The probability that the buffer at stage k + 1
is in state n at time ¢ is equal to the probability that it
received a packet during cycle t — 1 from the buffer at
stage k which contains the new packet at cycle ¢t. This
probability is given by 0.5p(t— 1, k+1). Since the next
stage can not be in an empty state under the above




circumstances, the probability that the next stage is in
a blocked state (either b, or by ) is 1—0.5p(t—1,k+1).
For uniform traffic in the network, the probability that
it is in state b, or b is equal. Thus the probability that
is in state by, (or by ) is [1—0.5p(t — 1,k +1)]/2. In such
a case, let’s denote the probability that the buffer at
stage k + 1 can accept a packet by ) which is given
by

ay(t,k+ 1) = 0.5p(t — 1,k + 1)an(t, k + 1) +0.5[1—
0.5p(t — 1,k + 1)][e (8K +1) + oy, (t, &+ 1)]12)

When both the buffers in a SE at stage k during cycle
t are in blocked states, the next stage buffer must be
in a blocked state. The probability that the buffer at
stage k + 1 can accept a packet is, therefore, given by

az(t,k+1) = 0.5[1 - 0.5p(t — 1,k + 1)

[op, (6, k+ 1) + o, (¢, k+1)] (13)

With the above probabilities of acceptance, we can ex-
press the routing probabilities for the packets at stage
k, 1 < j < n-—1,during cycle t as follows.

ri(t, k) = 0.25pa(t, k)a(t, k + 1) + 0.125p,,(t, k)
af(t,k+ 1) +0.5p0(t, k)o(t, b+ 1) +
0.25p;_ (t, k)as(t, b+ 1) +0.5p, (¢, k)a(t, k+1)
= [0.375pn(t, k) + 0.5p0(t, k) + 0.5py, (t, k)]
a(t,k+1)+0.25p; (t, k)ai(t k+ 1) (14)
vl (t, k) = [0.375p,(t, k) + 0.5po(t, k) +
0.5p; (¢, k)la(t, k + 1) +0.25py, (t, k) (t, k + 1) (15)

Given that a buffer is in a new state, the sum of the
routing and blocking probabilities of a packet must be
equal to one. Therefore,

rB(t, k) + 7l (t, k) + FE(t, k) + 7Lt k) =1 (16)
Moreover, for uniform traffic in the network the routing

and blocking probabilities of a new packet for the upper
or lower output links are the same, i.e.,

it k) = ru(tk) (17)
Tt k) = 7t k) (18)
Substituting equations (17) and (18) in (16), we get
Fe(t,k) = 0.5—ri(t k) (19)
Fl(t, k) 0.5 —rt (t, k) (20)

Given that a packet at stage k, 1 < k < n— 1, during

cycle t is in a blocked state, the routing and blocking

probabilities for the packet can be expressed as follows.
r;,‘u (t, k) = 0.5p,.(t, k)1 (t, kb + 1) + 0.25p,(¢, k)

ai(t,k+1) + po(t, k)ar(t, b+ 1) +
0.5p_ (t, k)az(t, k + 1) + py, (t, K)oz (t, ke + 1)
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= [0.75p.(t, k) + po(t, k)]s (t, k + 1) +
0.5p3,, (2. k) + Py, (t,k)jaa(t, k + 1) (21)

rlbl (t1k) = [0'75pn(tr k) + pO(tr k)]al(tr k+ 1) +
[0.5py, (t, k) + pp, (¢, k)]ea(t, b+ 1) (22)

1- r;"u (t, k)
1- ri,, (t, k)

(23)
(24)

Il

Equations (23) and (24) follow from the fact that a
packet in a blocked state for a particular output link
can either be routed to that particular output link or
has to remain in the same blocked state.

It has been assumed in section 2 that there is
no blocking at the last stage of the network. The
routing and blocking probabilities for the last stage
(k = n) can be obtained from the equations for stage
k, 1 <k < n — 1, by replacing the next stage accep-
tance probabilities by unity. The resulting equations
for k = n are as follows.

ri(t,n) = 0.25p,(t, n) + 0.125p,(t, n) +
0.5po(t,n) + 0.25p;, (t,n) + 0.5py, (t,n)

=0.5—0.125p,(t,n) — 0.25py_(t,n)  (25)

r,(t,n) = 0.5 — 0.125p,(¢t, n) — 0.25py, (t,n) (26)
Fi(t,n) = 0.5 —ri(t,n) (27)

Fl(t,n) = 0.5—ri(t,n) (28)

r‘b‘u (t,n) = 1—0.25p,(t,n) (29)

riu {t,n) = 1 —0.25p,(t, n) (30)

Fb':" (¢,n)=1- rgu (t,n) (31)

Fé‘ (t,n) =1- r;” (t,n) (32)

Traffic rates at the links

The traffic rates will be the same for all output links
at the last stage in the case of uniform traffic, but will
be different in the presence of hot spot traffic. The traf-
fic rate at any link connecting the SEs between stages
k — 1 and k (or the load applied to any stage k) can
be obtained by finding the probability that a packet is
received in a buffer of a SE at stage k from the SE at
stage k— 1. The traffic rates at an upper or lower input
link of a SE at stage k are given by equations (33) and
(34) respectively.

pu(t' k) = Z[Pn(txk - l)T:‘,(t,k - 1) +

(6 k= V. (k- 1] (33)
Pl (t’ k) = Z[Pn(t’ k— l)fﬁ(t, k- 1) +

Py, (t: k— 1)1‘;,‘ (t9 k— 1)] (34)



For uniform traffic in the network, Ut k) = ' (t, k) =
p(t k). p“(t,k) and p'(t, k) are different for hot spot
traffic in the network.

The probability that a packet is offered to a buffer
of a SE at stage k is the ratio of the probability that a
packet is received by the buffer to the probability that
the buffer can accept the packet.

q(t, k) = p(t, k) /a(t, k)

The iterative method described in [11‘ have been used
to solve the above set of equations. The average band-
width of the network is obtained by summing the data
rates at all the output links of the network. For uni-
form traffic, the bandwidth is given by N p(n + 1),
where p(n+1) is the steady state value of equation (33)
fork=n+1.

(35)

4 Results

To validate our proposed analytical model, stochas-
tic simulation was carried out both for uniform and hot
spot traffic. Results obtained from the different mod-
els for uniform and hot spot traffic in an 8 x 8 Omega
network are given below.

A comparison of the results from Jenq’s model,
Theimer’s models, the proposed model, and simula-
tion are given in figure 3. Since Jeng’s model does not
account for blocked packets, the errors increase with
an increase in blocking at the SEs due to a high net-
work traffic rate. Since blocked packets are taken into
account partially in the Theimer’s model, the results
are closer to simulation than those from Jenq’s model.
It is observed that Theimer’s model and our proposed
model produce similar results for uniform traffic. This
is because the tnaccuracy in Theimer’s model does not
show up untsl there is significant blocking in the net-
work as illustrated below.

Uniform traffic causes less blocking in the SEs than
caused by hot spot traffic. Consequently, the accuracy
of Jenq’s and Theimer’s models are better for uniform
traffic than for hot spot traffic, as is evident from fig-
ure 4 which is a comparison of bandwidths obtained
from simulation, Jenq’s model, Theimer’s model and
the proposed model under hot spot traffic pattern for
N = 8 and h = 0.3. Since Theimer’s model does
not completely account for a blocked packet, the er-
rors have been found to rise with increased blocking
in the network due to hot spot traffic. The proposed
model produces results which are close to simulation,
and are significantly better than those obtained from
modified Jenq’s or Theimer’s models. The reason for
improved results from the proposed model is its ability
to memorizes the history of a blocked packet, whereas
Theimer’s model does not memorize the history and
Jenq’s model does not even consider blocked packets.

The effect of taking a rigorous account of blocking
in our model is reflected in the increased accuracy in
results in the presence of significant blocking in the
network. In the presence of hot spot traflic, Theimer’s
model performs as well as the proposed model only
when the blocking in the network is insignificant. As
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an example, Theimer’s model produces good results
for 0 < ¢(t,1) < 0.2 and A = 0.3 (see figure 4) be-
cause of insignificant blocking for this range of net-
work traffic rate. However, if the hot spot probability
increases, Theimer’s model produces large errors even
for the above range of traffic rate.

5 Conclusions

Previous analytical models have, in most cases, as-
sumed uniform traffic in the network. A new general-
ized analytical model for a single buffered Omega net-
work, based on the Markov chain, has been presented.
The model allows the investigation of performance of
MINs in the presence of hot spot or uniform traffic.
In the presence of hot spot traffic, the proposed model
produces significantly better results than those by the
modified versions of previous models. For uniform traf.
fic (which is a special case of hot spot traffic), the re-
sults obtained from the proposed model are as good as
results obtained from the best previous model. The in-
accuracy of previous models becomes magnified in the
presence of considerable blocking in the network. The
proposed model can be extended to other types of non-
uniform traffic patterns and to Banyan type networks.
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