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Abstract

Multistage interconnection networks (MINs) are used to con-
nect processors and memories in large-scale multiprocessor systems.
MINs have also been proposed as switching fabrics in ATM net-
works. A MIN consists of several stages of small crossbar switching
elements (SEs). A number of buffering schemes are used in the
SEs to increase the throughput of MINs and prevent internal loss
of packets. the objective of this article is to compare the perfor-
mance of MINs using different buffering schemes in the presence
of uniform and nonuniform traffic patterns. The results obtained
from the study will help computer architects and network designers
in choosing appropriate buffering strategies for fabric design and
configuration of MINs. The normalized throughput, packet loss,
and packet mean delay have been used as the performance mea-
sures for comparing the different buffering strategies. Results show
that the performance of split-shared and output-buffered MINs is
considerably better than that of input-buffered MINs when the hot
request rate is low. However, the performance is identical for all the
buffering schemes when the hot request rate is medium or high.
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1. Introduction

Multistage interconnection networks (MIN) have been
found to be highly suitable for interconnecting a large num-
ber of processors and memories in large-scale multiproces-
sor systems. A MIN consists of a number of small crossbar
switching elements interconnected by a permutation func-
tion. MINs can be broadly classified into two main cat-
egories: internally blocking and internally nonblocking.
In an internally nonblocking MIN, two or more packets
at different input ports can be simultaneously forwarded
to two different output ports. A MIN is called internally
blocking if two or more packets with distinct output port
destinations cannot always be transferred to the output
ports due to routing conflict within the MIN. For instance,
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resource contentions occur in MINs when more than one
packet accesses the same internal link. Buffers are used in
the SEs to store the packets that lose the routing conflicts
in an internally blocking MIN. The packets are queued in
the buffers for transmission during subsequent cycles.

The proper placement and arrangement of buffers in
the SEs has a dramatic impact on the performance of the
MIN. The implementation of input buffered SEs, operating
in the first-in first-out (FIFO) fashion, is very simple in the
sense that the internal links of the MIN have to operate
at the same speed as the external input/output lines of
the MIN. Therefore, internal speedup of the MIN is not
required, and the hardware complexity can be lower than
other buffering schemes to be discussed below. However,
when a packet at the head of a queue in an SE waits for
transmission to its destined output link, successive packets
(which may be destined to different output links) in the
queue must also wait. This phenomenon, called head-of-
line (HOL) blocking, in input-buffered SEs reduces the
throughput of the MIN.

In an output-buffered SE with separate buffers for
each output link [1], a buffer must be able to receive up to d
packets at a time, where d is the size (number of inputs) of
the SE (Fig. 1). Output-buffered SEs do not suffer from the
above-mentioned head-of-line blocking effect, and hence
have higher throughput than input buffered SEs. The
main drawback of output-buffered SEs is that they need to
operate d times faster than the input (or output) lines of
the MIN. This higher speed increases the implementation
complexity and cost of the MIN. There are also SEs that
combine input-buffering and output-buffering techniques,
and in this case, the operating speed of the SEs can be
lower than in the case of output buffered SEs [2].

The buffers in an SE can also be located at the cross-
point inside the SE [3]. This buffering scheme removes
the blocking of packets by a packet destined to a different
output of the SE. All packets arriving at the inputs of a
SE can, in principle, be transferred to their target buffers
within one clock cycle.

Finally, another possibility to obtain high performance
is through the use of a shared buffer [4]. In shared-buffer
SEs of size d x d, all input and output links of an SE have
access to a shared buffer module that is able to write up



to d incoming and read up to d outgoing packets in a clock

~ cycle. There is no HOL blocking in shared-buffer SEs, and
optimal throughput/delay performance is achieved. Fur-
thermore, buffer utilization is better than input-, output-
, or crosspoint-buffered SEs, thereby requiring a smaller
number of buffers for the same performance. A shared-
buffer MIN also has some additional features; for exam-
ple, its basic architecture can be easily modified to handle
several service classes through priority control functions
to meet different service requirements. Multicasting and
broadcasting can also be easily implemented in contrast
to other types of architectures. The limitations of shared-
buffer MINs arise from technological limitations. A buffer
in an SE needs to queue d incoming and dequeue d outgo-
ing packets per clock cycle. Therefore, the bandwidth of a
buffer must be at least the sum of the bandwidths of the
incoming and the outgoing lines.
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Figure 1. Four buffering schemes in switching elements.

In addition to be being used in multiprocessor sys-
tems, MINs have also been proposed as the switching fab-
rics in the future Broadband Integrated Services Digital
(B-ISDN) networks {5]. The CCITT has standardized the
asynchronous transfer mode (ATM) as the multiplexing
and switching principle for the B-ISDN network [6, 7).
ATM is a packet-based and connection-oriented transfer
mode, based on statistical time division multiplexing tech-
niques. The information flow is organized in fixed-size
packets called cells, consisting of a user information field
(48 octets) and a header (5 octets). A very low cell loss
probability must be guaranteed (< 107!2), and intensive
error and flow control protocols are provided at the edges of
the switch. The line speeds are specified with nominal rates
of 155.52 Mb/s and 622.08 Mb/s [5]. ATM will provide
flexibility in bandwidth allocation and will allow a switch
to carry heterogeneous services ranging from narrow-band
to wide-band services requiring real time. However, the
challenge is to build fast high-performance switches that
are able to match the high speeds of the input links.

Early work in the performance analysis of unbuffered
MINs was done by Patel [8]. Performance of unbuffered
MINs in the presence of nonuniform traffic was reported
in [9. 10]. The performance of input-buffered Banyan
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switches has been discussed in various publications. Dias
[11] and Jenq [12] have analyzed MINs consisting of 2 x 2
SEs with single-packet input buffers and operating in the
presence of uniform traffic in the MIN. Kruskal and Snir
[13] have discussed buffered Banyans with output-buffered
SEs for the case where the buffer capacity is infinite. Kim
[14] reported a queuing analysis and simulation study of
output-buffered Banyans with an arbitrary (finite) buffer
size. All of the above performance analysis are based on
the assumption that the MIN operates in the presence of a
uniform traffic pattern.

A first approach to the analysis of single-buffered MINs
in a nonuniform traffic environment is described in [15. It
is shown that certain nonuniform traffic patterns can have
a crucial influence on the performance of the MIN. Kim 16
presented an analytical model to evaluate the performance
of a single input-buffered Banyan switch under nonuniform
traffic patterns.

Pfister and Norton [17] reported on a quantitative
investigation of the performance impact of memory con-
tention in highly parallel shared-memory multiprocessors.
They first investigated the effect of a nonuniform traffic
pattern consisting of a single hot spot of higher access rate
superimposed on a background of uniform traffic. They
found the potential degradation due to even moderate hot
spot traffic to be very significant—severely degrading all
memory access, not just access to shared lock locations-
due to an effect they call tree saturation. They also found
the technique of message combining to be an effective
means of eliminating this problem if it arises due to lock
or synchronization contention. Combining and feedback
schemes have been suggested as partial solutions to the
problem [18-20]. Atiquzzaman [10] proposed an efficien:
Markov chain model for the performance evaluation of a
single-buffered Omega switch in the presence of a hot spot.

Three different buffer types for 2 x 2 SEs are ana-
lyzed in [21] for the unbounded queue size and queue size
equal to one. The aim of this work is to study the per-
formance of MINs with four different buffering schemes
in the presence of uniform and hot spot traffic patterns.
The results of this research work will enable the network
designer to consider the buffering options for hardware
implementation of buffered SEs in a MIN, to characterize
the performance of low-cost hardware implementations. to
obtain insight into the throughput limitations for different
SE architectures, and to quantify the performance differ-
ences between the different types of SEs. Designers may
use the results to weigh a higher cost implementation with
higher-performance SE against a lower cost implementa-
tion with lower performance SE. In this study, normalized
throughput, packet loss, and mean delay have been used
as the performance measures.

The article is organized as follows. We describe the
operating assumptions of internally buffered blocking MINs
in Section 2. The simulation methodology is presented in
Section 3. In Section 4 we present the performance results
of the MINs using different buffering schemes in the SEs. in
the presence of both uniform and hot spot traffic patterns:
this is followed by concluding remarks in Section 5.



2. Switch Operating Assumptions

A MIN connects N inputs to N outputs using n = log, N
stages of N/2 SEs per stage. We use a perfect shuffle
permutation to connect adjacent stages as shown in Fig. 2
for N = 8. Each SE is a 2 x 2 crossbar allowing any input
link to be connected to any output link. An SE has a finite
number of buffers.

A packet arriving at an input port of the MIN consists
of data and a destination address. The destination address
is an n-bit number represented by D = (di1dz . .. dp-1dy)2.
Destination tag routing is used to route a packet through
the MIN. A SE at stage k inspects bit di, and in the case of
no-conflict routes the packet to the upper or lower output
of the SE depending on di being 0 or 1, respectively. A
unique path of constant length exists between any input-
output pair of the MIN, thereby rendering the MIN a
blocking type of switch.
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Figure 2. A three-stage MIN.

In addition to the buffers in the SEs, the MIN has input
buffer controllers (IBCs) at every input of the MIN. To
prevent packet loss in a MIN having finite-sized buffers at
the SEs, IBCs with large buffer space are required in a MIN
employing backpressure as the flow control mechanism.

We make the following assumptions regarding the op-
eration and the environment of the MINs [10, 22].

1. The MIN operates synchronously, implying that pack-
ets move from one stage to the next only at the be-
ginning of a time slot given by the stage clock, and
thus the time axis is considered to be discrete. This
reflects the situation in an ATM environment where
all packets have a fixed length and fit exactly into one
stage clock.

2. A backpressure mechanism [12] ensures that no pack-
ets are lost within the MIN. Thus, a packet can only
leave its buffer if the corresponding destination buffer
at the next stage is able to accept it.

3. Asin [12], the arrival process at each input of the MIN
is a simple Bernoulli process, that is, the probability
that a packet arrives within a time slot is constant
and the arrivals are independent of each other. This
implies that the interarrival time between two packets
is geometrically distributed with a minimum distance
of one time slot.
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4. Each input link of the MIN is offered the same traffic
load. The probability that an input link generates a
request at the beginning of a cycle is r.

5. There is no blocking at the output links of the MIN.
This means that the output links have at least the
same speed as the internal links.

6. The conflict resolution logic at each SE is fair for
input-, output-, and split shared-buffer schemes, that
is, routing conflicts among packets at the inputs of a
SE are randomly resolved. We consider the following
three selection policies for the cross-point buffering
scheme:

o Random selection (RS): the multiplexer ran-
domly selects a packet from the buffer of contend-
ing packets for the given output.

e New packet selection (NS): the multiplexer selects
a packet from that buffer which has a new packet
at the head of the queue. If there is no such packet,
it selects a packet on RS basis.

e Blocked packet selection (BS): the multiplexer
selects a packet from that buffer which has a
blocked packet at the head of the queue. If there
is no such packet, it selects a packet on RS basis.

7. There are N = 2" inputs and N outputs in the MIN,
where n is an integer.

8. The minimum possible delay of a packet is equal to
n + 1, where n is the number of stages. It includes the
delay at the IBC buffer, as at least one time unit is
spent in each buffer even when there is no waiting.

9. The total amount of buffer per SE is 2m. Therefore,
the size of buffer per input or output port for input-,
output-, or split shared-buffered SE is m, and m/2 for
crosspoint buffered SE.

10. The uniform traffic pattern is defined to be the traffic
pattern in which every source port has the same rate
of incoming packets and they are destined to every
destination port with the same probability 1/N, where
N is the number of output port.

11. For a hot-spot traffic pattern [17], a large proportion of
the traffic is directed to a particular output called the
hot output. The packets destined to the hot output are
called hot packets. In Fig. 2, O, is the hot output and
requests for Oy are called hot requests. The internal
links of the switch that carry hot packets are called
hot links. Buffers that queue hot packets are called
hot buffers. All SEs connected to hot links are called
hot SEs. In Fig. 2, the SEs and links that carry hot
traffic are shown in boldface.

12. For a hot spot traffic pattern, the probability that
a generated request will be directed to a non-hot or
a hot output port are (1 — h)/N and h + (1 — h)/N
respectively, where h is defined to be the hot spot
probability.

3. Simulation Method

The assumptions mentioned in Section 2 are implemented
in the simulator as follows.

1. At each cycle, a packet generator generates a packet

(processor requests memories in computer systems)



with probability r (traffic load) at an input of the

MIN. The packet generation is independent of packets

generated at previous cycles and those at the other

input ports.

2. The destination of a generated packet is taken from
a uniform random number generator in the case of
uniform traffic, and in the case of hot spot traffic from
a nonuniform random number generator that generates
requests according to the hot spot probability (h)
distribution mentioned in Section 2.

3. If there is a routing conflict among packets within a
SE, a packet is selected randomly by another random
number generator for input-, output-, and split-shared
buffered SEs. In the case of crosspoint-buffered SEs,
either the randomly selection (RS) or the blocked
packet selection (BS) is used (see Section 2).

4. FIFO queuing policy is used at the buffers in the SEs
of the input-, output-, and crosspoint-buffered SEs.
Window selection policy is employed in the shared-
buffered SEs.

5. The throughput and delay are measured at each output
of the MIN, and averaged over the MIN size and
simulation time span (typically 50,000 cycles) to get
the normalized throughput and the mean delay of the
MIN. The outputs for the first 500 cycles are discarded
to allow the MIN to reach a steady state.

The simulator was written in C language. The follow-
ing input data values to the simulator were varied each time
to have a comprehensive picture of the switch behavior:

1. Number of simulation cycles (f3) performed is large,
typically 50,000, and initial simulation cycles ¢;.

2. Seed for the random number generator: The simulator
required two independent streams of numbers, one for
the generation of the request and another other for
resolution of the conflicts.

3. System size (N): Different MIN sizes are simulated.

. Probability of a packet arrival (r).

5. Probability (k) of a packet being destined for the hot
output.

6. Internal buffer size (m) and IBC buffer size (f).

'

3.1 Request Generation

The built-in random number generator in the C language
library is used to obtain random requests at the beginning
of each cycle. The random number generator is appropri-
ately divided to generate requests according to the input
parameters (i.e., rate of request generation and the proba-
bility of accessing the hot output). The actual demarcation
process is portrayed in Fig. 3. We define the following:

Range of results generated

v
0.0 1.0

e 1~ 1 rh

(N-1) By

Figure 3. Demarcation of requests generated by a pseudo-
random generator.

20

r = portion that is valid request
1 — r = portion that is invalid request
h = probability of hot spot

(N — 1)rp, = portion that is uniformly distributed among

N — 1 nonhot outputs
The effective non-hot and hot spot probabilities are
. _ (-h)r _ (1—h)r R
given by rnp = 5~ and 1, = rh + 5= respectively

3.2 Parameters Evaluated

Normalized throughput, packet loss, and mean delay of
packets are used as the criteria for comparing the perfor-
mance of the different buffering schemes. When the MIN
reaches a steady state after ¢; clock cycles, the number of
valid packets at the outputs of the MIN is counted at the
end of each cycle. These are averaged over a large number
of cycles to give the normalized throughput () as follows:

N—-1 t2

u=1—\@1-_t—1)22u(l,t) ()

=0 t=ty

where u(l,t) is the throughput at the ith output of the
MIN during cycle t.

For uniform traffic, u(l,t) = u(t) for all l and ¢. The
packet loss probability (n) for uniform traffic is therefore
given by:

n="_£ (2)

The mean packet delay in the MIN is obtained by
averaging the delay experienced by the packets over a large
number of cycles. It-is given by:

1 N—-1 ta
T= T(l,t 3)
CEnPIPPC

where 7(l,t) is the delay experienced by a packet (if there
is one) at the Ith output of the MIN during cycle ¢, where
t; is the number of initial simulation cycles allowed for the
MIN to stabilize.

4. Results and Discussion

Four simulators have been developed for the simulation of
MINs using input-, output-, crosspoint-, and split shared-
buffered SEs. In this study, we have considered two
types of traffic pattern: uniform and hot spot traffic.
In the hot spot traffic pattern, there is an output port
that is accessed more often than other output ports. For
example, many telephone callers may contend in calling a
popular location; many nodes may synchronously report
some information to one node (say, the switch control
center) for administrative purposes. Such traffic can be
characterized by a single hot spot of a higher access rate,
superimposed on a background of uniform traffic [17].
Hot spot traffic causes tree saturation in an MIN. Tree
saturation degrades the performance of the entire switch
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system, including those not participating in the hot spot
activity.

We have simulated various MIN sizes under uniform
and hot spot traffic patterns. Due to space limitations,
we show only the results for switches of size 64 x 64. The
total amount of buffer space is assumed to be the same for
each buffering scheme. For instance, a total buffer space
of 12 implies that each input buffer is of size 6 and each
crosspoint buffer is of size 3.
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under hot spot traffic.

Fig. 4 shows the normalized throughput and mean
delay versus input offered traffic load (r) for MINs using
four types of SEs under uniform traffic pattern (h =
0.0). For input-buffered SEs, the maximum normalized
throughput of a MIN with buffer size six is limited to 0.56
under uniform input traffic pattern. This bottleneck, due
to the head-of-the-line contention at each SE, is intrinsic
to input queuing. When a packet at the head of a queue
loses a contention, it prevents the rest of the packets in
the same buffer from progressing forward, if packets are
served on a FIFO basis. Another bottleneck arises when
two or more packets contend for the same buffer in a
SE. As only one packet can be admitted to the buffer in
one clock cycle, one of them is blocked and will have to
retry in the next clock cycle. When buffers are placed
at the output port of each SE or are shared, a very high
throughput can be achieved. From Fig. 4, we see that
the maximum normalized throughput of 0.78 is achieved
for output buffer, and 0.83 and 0.86 for split shared buffer
with w = 3 and 6, respectively, where w is the window size.

In Fig. 5, the normalized throughput of various buffer-
ing schemes is shown as a function of the arrival rate for
m = 18. The maximum normalized throughput of the
input buffered MIN built with 2 x 2 SEs is limited to
about 62% even with a very large buffer size. However,
with crosspoint-, output-, or shared-buffering strategies,
a normalized throughput of almost 90% is possible with
moderately large buffer sizes. Split shared buffering per-
forms the best under uniform traffic. Performance of the
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window selection policy can be drastically improved ever.
with a small window size (w). The performance of cross-
point buffering approaches the performance of output and
split shared buffering when the buffer size is increased to
18. Crosspoint buffering provides performance comparabie
to output and split shared buffering under operating loads
below 80%. Figs. 4 and 5 also show the packet mean
delay as a function of the arrival rate for various buffering
schemes. When m = 6, reasonable delays can be achieved
for both crosspoint buffering and output buffering up to a
load of 0.6. However, when the buffer size is increased to
18, reasonable delays can be achieved for loads up to 0.8.
The mean packet delay of the four buffering schemes is also
compared. The offered load is varied from 0.1 to 1.0. It is
shown the mean packet delay for MINs using crosspoint-
buffered SEs is smaller than that of input-, output-, or
split shared-buffered SEs.

Fig. 6 shows the normalized throughput and mean de-
lay versus buffer size for MINs employing different buffer-
ing schemes under a uniform traffic pattern. Split shared
buffering has the highest normalized throughput, followed.
in decreasing order, by output buffering, crosspoint buffer-
ing, and input buffering. For mean delay, crosspoint
buffering is the lowest, followed by output buffering, input
buffering, and split shared buffering.

Fig. 7 plots the normalized throughput and mean delay
for low hot spot probabilities (k) for four buffering schemes
under full load. h is varied from 0 to 0.11. Fig. 8 shows
the normalized throughput and mean delay for high hot
spot probabilities for various buffering schemes. & is varied
from 0 to 1. As the hot spot probability increases, the
normalized throughput decreases due to tree saturation.
The mean delay increases when h is low and decreases
when h is high (h >.0.8). This can be explained as follows:
There are two factors influencing the switch mean delay:
the tree saturation due to the hot traffic, which increases
the packet’s delay time; and the fact that as h increases,
the switch’s normalized throughput decreases (i.e., the
number of packets that are successfully switched to the
output port is decreases). The net result of the above two
factors determines the mean delay of the switch. When A
is low, as h increases, hot traffic saturates the hot buffers,
and the packets delay increases. When h is high (h >
0.8), as the normalized throughput is very small, the mean
delay is decreases. For h = 1, the larger the switch size,
the smaller the switch’s mean delay is (see Table 1).

Fig. 9 shows the normalized throughput and mean
delay versus buffer size for MINs with different buffering
schemes under a hot spot traffic pattern. Figs. 10-12 show
the normalized throughput and mean delay versus offered
load for MINs under hot spot probabilities of 1%, 2% and
3%. When h equals 0.01, the tree saturation occurs approx-
imately at 0.6 for output-, crosspoint-, and split shared-
buffered SEs and at 0.5 for input buffering (see Fig. 10).
When h = 0.02 (see Fig. 11), tree saturation occurs at
r = 0.5 for output- crosspoint-, and split-shared buffered
SEs and at r = 0.4 for input-buffered SEs. At a low hot
spot probability (A = 0.01), the output-, crosspoint-, and
split shared-buffer SEs have higher normalized throughput




Table 1

Mean Delay and Normalized Throughput versus Switch Size

Input Buffering, h = 1.0, m =6, A = 1.0

Var. N=2 N=38 N =32

N=64 |N=128| N=256|N =512|N = 1024

Delay 6.998667 | 11.495917 | 12.320958
Throughput | 0.500000 | 0.125000 | 0.031250

4.689625 | 1.368812 | 1.187500 | 1.105469 | 0.007812
0.015625 | 0.007812 | 0.003906 | 0.001957 | 0.000977

than the input-buffered SEs, as shown in Fig. 10. This
is due to the HOL blocking in the case of input-buffered
SEs. And in high hot spot probability (say, h larger than
0.02), the normalized throughput is almost the same for all
the buffering schemes, because of the tree saturation men-
tioned in Section 1. Comparison of results shows that the
performance of the split shared-buffer MIN is the best, and
that of an output-buffered and cross-point MIN is much
better than an input-buffered MIN when the hot request
rate (h) is low. But the performance is almost the same
for all the types of MINs when the level of hot requests
is medium or high. This is again due to tree saturation.
Fig. 13 shows the packet loss probability with respect to
the number of buffers in uniform traffic situations. The
traffic load, r, is chosen for 0.5 and 0.8. The packet loss
probability linearly decreases with increasing buffer size m.
It decreases slowly at a heavy offer load of networks but
sharply at a small load of networks.

In split shared-buffering switch, good packet loss char-
acteristics can be achieved because of the probability of
the blocked packet being very small. To achieve packet loss
probability of 108 with offered load r = 0.5, only a packet
buffer 3 is required for split shared buffering, 9 for output
buffering, and 14 for crosspoint buffering. With offered
load r = 0.8, it is possible with a split shared buffer size of
3 w have a packet loss probability of 10~%. For the same
loss probability, 12 and 16 buffers are needed for output
buffering and crosspoint buffering, respectively. And input
buffering never reaches this value.

In Fig. 14, the mean packet delay in MINs using input-
, output-, crosspoint-, and split shared-buffered SEs as a
function of normalized throughput is shown for » decreas-
ing from 1 to 0. We note an interesting phenomenon: the
mean packet delay first increases to a maximum and then
decreases as the normalized throughput increases due to a
decrease in the hot spot probability.

Certain general conclusions can be drawn:

e Crosspoint, output-, and split shared-buffered SEs
with a large buffer size have similar normalized
throughput. The normalized throughput of these three
types of SEs is much better than that of input-buffered
SEs. For a small buffer size, the split shared buffer has
the best performance, followed by output buffering,
crosspoint buffering, and input buffering.

o For offered traffic loads under 60%, the normalized
throughput of the input-buffered MIN is reasonably
close to that of output buffering, crosspoint buffering
and split shared buffering. Because of its lower cost,
input buffering may be the choice for implementation.
However, in addition to the normalized throughput
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limitation, input-buffered SEs show a significant in-
crease in mean packet delay even at loads as low as
60% (see Fig. 5).

¢ Adding large buffers to a input-buffered SE will not
bring about a substantial performance improvement,
as the normalized throughput is limited to 62% due to
head-of-the-line contention. Output-, crosspoint-, and
split shared-buffered SEs with small buffer sizes have
significantly better performance than input-buffered
SE with a large buffer size. Thus, if additional hard-
ware resources are available to improve switch perfor-
mance, they are better spent on implementing output-,
crosspoint-, or split shared-buffering designs than on
making larger buffers for a input-buffering design.

e The optimal buffering strategy depends on the de-
mands of types of traffic.

5. Conclusion

A number of simulators have been developed to evaluate
the performance of MINs with different internal buffering
schemes under uniform and hot spot traffic environments.
Results confirm the intuition that, under uniform traf-
fic, split shared-buffer SEs have better performance than
SEs using input buffering, output buffering, or crosspoint
buffering. In addition to performance, there are other is-
sues, such as implementation, that must be considered in
designing a MIN. We also compared the performance of
SEs with buffers at the inputs, outputs, crosspoints, and
shared between the inputs and outputs, under the hot spot
traffic pattern. The results show that the performance of
split shared and output-buffered MINs is considerably bet-
ter than that of input-buffered MINs when the hot request
rate is low. But the performance is almost the same for all
the buffering schemes when the hot request rate is medium
or high. This is due to the onset of tree saturation at
medium traffic loads. It is difficult to say that one buffering
scheme is better than another in all aspects. A buffering
scheme appropriate for one type of application may not be
appropriate for another type of application. For example, a
shared-buffered switch is suitable for a small-scale network
but has limitations in a growing system. A comparison of
the four approaches to providing queuing for SEs in MINs
is given below.

Input Buffer
e The buffering structure is simple.
e The internal link speed of the MIN is equal to the
speed of the inputs or outputs of the MIN.
o Throughput is limited to 75% of the offered load due to
head-of-the-line blocking when 2 x 2 SEs are employed.



Table 2
Recommendation for Choosing Appropriate Buffering Strategies

Buffering Scheme | Packet Loss| Delay | Suitable Service | Packet Loss | Delay
Input Very high High Voice 103 500ms

Crosspoint High Very low Data 1078 50ms
Output Low Low Hifi sound 1077 1000ms
Split shared Very low | Very high Video 108 1000ms
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e Suitable for voice service.

Output Buffer
e There is a separate buffer for each output. 112]
e Achieves optimal throughput/delay performance.
e The buffers should operate at a speed that is equal to
the sum of the speeds of the input links of a SE.
e Suitable for hifi sound service.

Crosspoint Buffer
e The buffering structure is simple.
e The internal speed can be equal to the speed of the .
input/output links of an SE.
e Reduces the effect of head-of-the-line blocking.
o The total buffer required is much greater. [16]
e Suitable for data transmission service.

Split Shared Buffer
e The buffering structure is complex.
o Achieves high utilization of the buffers.
e The total amount of buffer memory required is small.
e Suitable for broadcast video service.
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