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Abstract

Multistage Interconnection Networks (MIN) are
used 1o connecl processors end memories in large
scale scalable multiprocessor systems. MINs have
also been proposed as switching fabrics in ATM
networks in the future Broadband ISDN networks.
A MIN consists of several stages of small cross-
bar swilching elements gSE) Buffers are used in
the SEs to increase the throughput of the MIN and
prevent internal loss of packets. Different buffer-
ing schemes for the SEs are discussed in this paper.
The objective of this paper is to study the perfor-
mance of MINs with different buffering schemes,
in the presence of uniform and hot spoi traffic pat-
terns. The resulis obtained from the study will
help the network designers in choosing appropri-
ate buffering strategies for MINs. For comparing
different buffering strategies, the throughput and
packet delay have been used as the performance
measures.

1 Introduction

Multistage Interconnection Networks (MIN)
have been found to be very suitable for intercon-
necting a large number of processors and memories
in large scale multiprocessor systems. A MIN con-
sists of a number of small crossbar switching ele-
ments 1\éSE) interconnected by a permutation func-
tion. MINs can be broadly classified into two main
categories, namely internally blocking and inter-
nally nonblocking. In an internally nomblocking
MIN two or more packets at different input ports
can be simultaneously forwarded to two different
output ports. A MIN is called internally block-
ing if two or more packets with distinct output
port destinations cannot always be transferred to
the output ports due to routing conflict within the
MIN. For instance, resource contentions occur in
MINs when more than one packet access the same
internal link. Buffers are used in the SEs to store
the packets which lose the routing conflicts in an
internally blocking MIN. The packets are queued
in the buffers for transmission during subsequent
clock cycles.

The proper placement and arrangement of
buffers in the SEs have a dramatic impact on the
performance of the MIN. The implementation of
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input buffered SEs, operating in the first-in first-
out (FIFQO) fashion, is very simple in the sense
that the internal links of the MIN have to oper-
ate at the same speed as the external input/output
lines of the MIN. Therefore, internal speedup of the
MIN is not required, and the hardware complexity
can be lower than other buffering schemes to be
discussed later. However, when a packet at the
head of a queue in an SE waits for transmission to
its destined output link, successive packets (which
may be destined to different output links) in the
queue must also wait. This phenomenon, called
the head-of-line (HOL) blocking, in input-buffered
SEs reduces the throughput of the MIN.

In an ouiput-bu{cred SE with separate buffers
for each output link [1], a buffer must be able to
receive up to d packets at a time, where d is the
size of the SE. Qutput buffered $Ee do not suf-
fer from the above mentioned head-of-line blocking
effect and hence have higher throughput than in-
put buffered SEs. However, the main drawback of
the output buffered SEs is that it needs to operate
d times faster than the input/output lines of the
MIN. This higher speed increases the implemen-
tation complexity and cost of the MIN. There are
also SEs that combine input and output buffering
techniques, and in this case, the operating speed of
the SEs can be lower than in the case of the output
buffered SEs [2].

The buffers can also be located at the cross-
points inside the SE P]. This buffering scheme re-
moves the blocking of packets by a packet destined
to a different output of the SE. All packets arriv-
ing at the inputs of an SE can, in principle, be
tralllsferred to their target buffers within one clock
cycle.

Finally, another possibility to obtain high per-
formance 18 through the use of a shared buffer [4].
In a shared buffer SE of size dx d, all input and out-
put links of the SE have access to a shared buffer
module which is able to write up to d incoming
and read up to d outgoing packets in a clock cy-
cle. There is no HOL blocking in shared buffer
SEs and optimal throughput/delay performance is
achieved. Furthermore, buffer utilization is bet-
ter than input, output or crosspoint buffered SEs,
thereby requiring a smaller number of buffers for



the same performance. A shared-buffer MIN also
has some additional features, e.g., its basic archi-
tecture can be easily modified to handle several
service classes through priority control functions to
meet different service requirements. Multicasting
and broadcasting can also be easily implemented.
The limitations of shared buffer MINs arise from
technological limitations. A buffer in an SE needs
to queue d incoming and dequeue d outgoing pack-
ets per clock cycle. Therefore, the bandwidth of a
bufler must be at least the sum of the bandwidths
of the incoming and the outgoing lines.

In addition to be being used in multiproces-
sor systems, MINs have also been proposed as
the switching fabrics in the future Broadband In-
tegrated Services Digital éB-ISDN) networks [5].
The CCITT has standardized the asynchronous
transfer mode (ATM) as the multiplexing and
switching principle for the B-ISDN network [6].
ATM will provide flexibility in bandwidth alloca-
tion and will allow a switch to carry heterogeneous
services ranging from narrow-band to wide-band
services requiring real time. However, the chal-
lenge is to build fast high performance switches
which are able to match the high speeds of the in-
put links.

Early work in the performance of input-buffered
Banyan switches has been discussed in various pub-
lications. Jenq [7] has analyzed MINs consisting of
2 x 2 SEs with single-cell input buffers and op-
erating in the presence of a uniform traffic in the
MIN. Kim [8] reported a queuing analysis and sim-
ulation study of output-buffered Banyans with an
arbitrary (finite) buffer size. All the above perfor-
mance analyses were made on the assumption of
the MIN operating in the presence of a uniform
traffic pattern.

A first approach to the -analysis of single
buffered MINs in a nonuniform traffic environment
1s described in [9]. It is shown that certain nonuni-
form traffic patterns can have a crucial influence
on the performance of the MIN.

Pfister [10] discussed the phenomenon of tree
saturation arising as a result of a hot spot in a
buffered MIN. Atiquzzaman pl] proposed an ef-
ficient Markov chain model for the performance
evaluation of a single buffered Omega switch in the
presence of a hot spot.

Three different buffering schemes for 2 x 2 SEs
are analyzed in {12] for the unbounded queue size
and queue size equal to one. The aim of this paper
is to study the performance of MINs with four dif-
ferent buffering schemes in the presence of uniform
and hot spot traffic patterns. The results of this
research work will enable the network designer to
consider the buffering options for hardware imple-
mentation of buffered SEs in a MIN, to characterize
the performance of low cost hardware implemen-
tations, to obtain an insight into the throughput
limitations for different SE architectures, and to
quantify the performance differences between the
different types of SEs. Designers may use the re-
sults to weigh a higher cost implementation with
higher performance SE against a lower cost im-
plementation with lower performance SE. In this

810

IBC k=1l k=2 k=23

> .
—
——
—_—
—
_—

Is2

Figure 1: A three stage MIN.

study, the normalized throughput and mean delay
have been used as the performance measures.

The paper is organized as follows. In Section 2,
the four different buffering schemes in SEs are de-
scribed, followed by the operating assumptions of
buffered internally blocking MINs. The simula-
tion methodology is presented in Section 3. In
Section 4, we present the performance results of
the MINs using different buffering schemes in the
SEs, in the presence of both uniform and hot spot
traflic patterns, followed by concluding remarks in
Section 5.

2 ATM Switches and Assumptions

A MIN connects N inputs to N outputs using
n = log, N stages of N/2 SEes per stage, We use
a perfect shuffle permutation to connect adjacent
stages as shown in Figure 1 for N = 8. Each SE
is 2 2 x 2 crossbar. allowing any input link to be
connected to any output link. An SE has a finite
number of buffers.

A request generated from a packet generator
is bundled into a packet consisting of data and
the destination address. The destination ad-
dress is an n-bit number represented by D =
(didz .. .dn-1dys)z. Destination tag routing is used
to route a packet through the MIN. An SE at stage
k inspects bit di, and in the case of no conflict
routes the packet to the upper or lower output of
the SE depending on di being 0 or 1 respectively.
A unique path of constant length exists between
any input-output pair of the MIN, thereby render-
ing the MIN a blocking type of switch. In addition
to the buffers in the SEs, the MIN has input buffer
controllers gBCs) at every input of the MIN. To
prevent packet loss in a MIN having finite-sized
buffers at the SEs, IBCs with large buffer space
are required in 2 MIN employing back-pressure as
the flow control mechanism.

2.1 Different Switch Element Architec-
tures

Four possible arrangements of the buffers in an

SE are illustrated in Figure 2. As discussed in (12],

any 2 x 2 buffered SE used in a MIN can be classi-

fied as one of these four types. Input buffering with



buffers located at the inputs of the SEs, is the sim-
plest to implement. When two or more packets
contend for the same output port of an SE, only
one of them is allowed to move to the next stage.
The packets losing the contention wait at the head
of the input queues and block other cells (wait-
inﬁ in the same queue) which may be destined to
other idle output ports. This phenomenon is called
head-of-line (HOL) blocking.

In the case of output buffering, buffers are placed
at the output ports. In this type of buffering,
only the unavoidable blocking effects introduced
by the contention for the output links of the MIN
are present [1]. Consequently, this is the optimum
buffer placement. In a given clock cycle, the two in-
puts of an SE may access the same output buffer.
Thus, multi-port buffers are required to support
output buffering. This design has been analyzed
in (8] but has the disadvantage of being more dif-
ficult to implement than the input or crosspoint
buffering. The capability of inserting two cells into
a queue of an SE during a clock cycle adds consid-
erable complexity and may increase the clock cycle
time.

In crosspoint buffering, there is a separate buffer
for every input-output pair. Cells arriving at the
inputs are enqueued in the appropriate buffer ac-
cording to the destination tag. Buffers correspond-
ing to a particular output of an SE are served in
round robin or some other predetermined fashion.
The multiplexor at an SE output selects one buffer
if both buffers contain cells. The choice of a buffer
is carried out according to a selection policy de-
scribed in Section 2.2. Since separate buffers exist
for each input-output pair, only one read and one
write operation needs to be performed on a buffer
in a single clock cycle. A disadvantage from the
performance point of view is that there are many
small buffers, each of which is dedicated to a par-
ticular input/output pair, and no buffer sharing
is possible. Therefore, buffers cannot be used as
efficiently as in the output or shared buffer case.

In shared buffering, cells destined to different
outputs share the same buffer resulting in a higher
buffer utilization. Shared buffer SEs are, therefore,
very attractive for the industry, and the majority of
implemented prototypes use them as the building
blocks for larger switching fabrics [13]. The main
reasons are:

e The previous experience in this kind of de-
vices acting as space division modules in con-
ventional packet switches, or as time-division
switching stages in the current circuit switch-
ing environment, where the principal compo-
nent of the packet switch is & random access
memory (RAM).

e As single stage MINs, they not only per-
form better, but also use less hardware, have
smaller size, are suitable for VLSI implemen-
tation, and have the highest efficiency 1n hard-
ware utilization because the two required func-
tions of every packet switch, viz., queuing and
switching, are carried out via buffering.
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Figure 2: Four buffering schemes in SEs

The design of multi-port buffers in shared buffer-
ing is somewhat more complex than the buffers in
input or crosspoint buffering, which can be simple
FIFO’s. Input and cross point buffering have single
input buffers and are, therefore, simpfer to design
and need fewer hardwate resources per buffer item
than the output or shared buffer design where each
buffer has two inputs. The hardware implementa-
},ioix of shared buffer SEs have been described in
14).

2.2 Windowed Service

If the shared multi-buffer switch architecture
operate under the first-in-first-out (FIFO) rule, the
head-of-line (HOL) blocking can arise to causes a
deterioration in throughput or the rate of utiliza-
tion of the output ports. To avoid this blocking,
we employ a windowed access protocol [15] which
however relaxes the FIFO rule. Under the win-
dowed service rule, at the beginning of each clock
cycle, the first w cells in each buffer sequentially
contend for access to the switch outputs. The cells
at the heads of the buffers contend first for access
to the switch outputs. All the buffers then contend
with their second cells for access to any remaining
idle outputs (i.e., outputs not yet assigned to re-
ceive cells in this clock cycle). The contention pro-
cess is repeated up to w times at the beginning of
each clock cycle, sequentially allowing the w cells
in an buffer’s window to contend for any remaining
idle outputs, until a cell is selected to transmit. A
window size of w = 1 corresponds to the switch
architecture with FIFO buffers.

2.3 Operating Assumptions

We make the following assumptions regarding
th? operation and the environment of the MINs [11,
16].

1. The MIN operates synchronously implying
that packets move from one stage to the next
only at the beginning of a clock cycle and thus
the time axis is considered to be discrete. This
reflects the situation in an ATM environment
where all cells have a fixed length and fit ex-
actly into one clock cycle.



2. A back-pressure mechanism ensures that no
cells are lost within the MIN. Thus, a cell can
only leave its buffer if the corresponding desti-
nation buffer at the next stage is able to accept
1t.

3. The arrival process at each input of the MIN is
a simple Bernoulli process, i.e., the probability
that a cell arrives within a clock cycle is con-
stant and the arrivals are independent of each
other. This implies that the inter-arrival time
between two cells is geometrically distributed
with a minimum distance of one clock cycle.

4. Each input link of the MIN is offered the same
trafficload. The probability that an input link
generates a request at the beginning of a clock
cycle is r.

5. There is no blocking at the output links of the
MIN. This means that the output links have
at least the same speed as the internal links.

6. The conflict resolution logic at each SE is fair
for input, output and shared buffer schemes,
i.e., routing conflicts among cells at the inputs
of a SE are randomly resolved. We consider
the following three packet selection policies for
the cross-point buffering scheme:

s Random selection (RS): the multiplexer
randomly selects a cell from the buffer of
contending cells for the given output.

o New cell Selection (NS): in this selection
policy, the multiplexer selects a cell from
that buffer which has a new cell at the
head of the queue. If there is no such
cell, it selects a cell using the RS policy.

o Blocked cell Selection (BS): the multi-
plexer selects a cell from the buffer which
has a blocked cell at the head of the
queue. If there is no such cell, it selects
a cell on RS basis.

7. The minimum possible delay of a cell is equal
to n + 1, where n is the number of stages. It
includes the delay at the IBC buffer, since at
least one time unit is spent in each buffer even
when there is no waiting.

8. The total amount of buffer per SE is 2m.
Therefore, the total amount of buffer per in-
put or output of an input, output or crosspoint
buffered SE is m.

9. For a uniform traffic pattern, a request is
equally likely to be directed to any output link
of the MIN, For a hot spot traffic pattern, the
probability that a generated request will be di-
rected to a non-hot or hot output are (1-k)/N
and A+ (1 — h)/N respectively, where h is de-
fined to be the hot spot probability.
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3 The Simulation Method

The assumptions mentioned in Section 2.3 were
implemented in the simulator as follows.

1. At each clock cycle, a cell generator generates
a cell with probability r (offered traffic load)
at an input of the MIN. The cell generation
is independent of cells generated at previous
clock cycles and those.at the other input ports.

2. The destination of a generated cell is taken
from a uniform random number generator in
the case of a uniform traffic, and in the case
of a hot spot traffic, from a nonuniform ran-
dom number geperator which generates re-

uests according to the hot spot probability

?h) distribution mentioned in Section 2.3.

3. If there is a routing conflict among cells within
an SE, a cell is selected randomly by another
random number generator for input, output
and shared buffered SEs. In the case of cross-
point buffered SEs, either the randomly selec-
tion (RS) or the blocked packet selection (BS)
is used (see Section 2.3).

4. First-in-first-out (FIFOL queuing policy is
~used at the buffers in the SEs of the input,
output, and cross-point buffered SEs. Win-
dow selection policy is employed in the shared-
buffered SEs.

5. The throughput and delay were measured at
each output of the MIN, and averaged over
the MIN size and simulation time span (typi-
cally 50,000 clock cycles) to get the normalized
throughput and the mean delay of the MIN.
The outputs for the first 500 clock cycles were
discarded to allow the MIN to reach a steady
state.

The simulator, written in C, has the following com-
ponents: main routine to control the flow of the
program; switex( ) to implement the switching op-
eration; generate( ) to generate random requests;
conflict( gto resolve the conflicts randomly; shuf( )
to give the shuffied form of a link; unshuf( ) to
give the unshuffied form of a link; shuffle( ) to'im-
plement the shuffie operation on a set of requests;
rotate( ) to give the destination bit to be tested
at a stage; count( ) to count the number of pack-
ets to an output; shift( ) to shift the packets for-
ward in the internal buffer and the IBC buffers.
We use a three-dimensional array to represent the
buffers inside the MIN. The first dimension is the
stage number, the second is identify an SE within
a stage, and the third identifies the buffer in the
SE. A two-dimensional array contains the address
of the current empty location in the queue. The
following input data values were varied each time
;.lo have a comprehensive picture of the switch be-
avior:

1. Number of simulation cycles (¢;). performed
were large, typically 50,000.



2. Seed for the random number generator: The
simulator required two independent streams of
numbers one for the generation of the request
gnd the other for the resolution of the con-

icts.

3. System size (N): Different MIN sizes were
simulated.

4. Offered traffic load (»).

5. Probability (h) of a cell being destined for the
hot output.

6. Internal buffer size (m) and IBC buffer
size (f).

3.1 Request Generation

The built-in random number generator in the
‘C’ language library is used to obtain random re-
quests at the beginning of each clock cycle. The
random number generator is appropriately divided
to generate requests according to the input param-
eters (i.e., rate of request generation and the prob-
ability of accessing the hot module). The actual
demarcation process is portrayed in Figure 3. We

Range of results generated
r

0.0 1.0

R aa’ (N-1) fpp

Figure 3: A pseudo-random generator.

define the following:

r = portion which is valid request.

1 — r = portion which is invalid request.
h = probability of hot spot.

(N — Drpp = portion which is uniformly dis-
tributed among N — 1 non-hot memories.

The effective hot spot probability is given by
ro = rh<4+r,, and rpp = Q—'N"-)L gives the proba-
bility of accessing a non-hot output.

3.2 Parameters evaluated

Normalized throughput and mean delay were
used as the criteria for the comparison of perfor-
mance of the different buffering schemes. When
the MIN reached a steady state after ¢; clock cy-
cles, the number of valid cells at the outputs of the
MIN were counted at the end of each clock cycle.
These were averaged over a large number of cycles
to give the normalized throughput (x) as follows:

N-1 1t
1 2

il e PR3] (1)

1=0 t=t,
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Figure 4: A MIN under a hot spot traffic pattern.

where, pgl,t) is the throughput at the I-th output
of the MIN during clock cycle t.

The mean delay in the MIN is obtained by av-
eraging the delay experienced by the packets over
a large number of clock cycles. It is given by

N-1¢
1 2

=0 t=t,

where, 7(l,1) is the delay experienced by a packet
(if there is one) at the [-th output of the MIN dur-
ing clock cycle ¢, where ¢; is the number of initial
simulation cycles allowed for the MIN to stabilize.

4 Results and Discussion

Four simulators have been developed for the
simulation of MINs using input, output, cross-
point and shared buffered SEs. In this study, we
have considered two types of traffic pattern, i.e.,
uniform and kot spot traffic. Figure 4 shows an
8 x 8 Omega switch under a hot spot traffic pat-
tern. The gEs and links that carry hot traffic are
shown in bold. We have simulated various MIN
sizes under uniform and hot spot traffic patterns.
Due to space limitations, we only show the results
for switches of size 64 x 64. Figures 5 and 6 show
the normalized throughput and mean delay ver-
sus input offered traffic load (r) for 64 x 64 MINs
using the four types of SEs under uniform traffic
pattern (A = 0). For input buffered SEs, the maxi-
mum normalized throughput of a MIN with buffer
size six is limited to 0.56 under uniform input traf-
fic pattern. This bottleneck, due to the head of
the line (HOL) contention at each SE, is intrinsic
to input queulng . When a cell at the head of a
queue loses a contention, it impedes the rest of the
cells in the same buffer from progressing forward,
if cells are served on a FCFS basis. Another bot-
tleneck arises when two or more cells contend for
the same buffer in an SE. Since only one cell can
be admitted to the buffer in one clock cycle, one
of them is blocked and will have to retry in the
next clock cycle. When buffers are placed at the
output port of each SE or are shared, a very high
throughput can be achieved. From Figure 5§ and
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Figure 5: Normalized throughput versus offered
load with m=8.

6, we see that the maximum normalized through-
put of 0.78 is achieved for output buffer, 0.83 and
0.86 for shared buffer with w = 3 and 4 respec-
tively, where w is the window size as mentioned in
Section 2.2.

In Figure 7, the normalized throughput of vari-
ous buffering schemes is shown as a function of the
arrival rate for m = 18. The total amount of buffer
space is the same for each buffering scheme. For in-
stance, a total buffer space of 12 implies that each
input buffer is of size 6, and each crosspoint buffer
is of size 3. The maximum normalized through-
put of the input buffered MIN built with 2 x 2
SEs is limited to about 0.62 even with a very large
buffer (see Figure 9). However, with crosspoint,
output, or shared buffering strategies, a normalized
throughput of almost 0.9 is possible with moder-
ately large buffer sizes. Shared buffering performs
the best under uniform traffic. The window selec-
tion policy increases the performance drastically
even with a small window (w). The performance of
crosspoint buffering approaches the performance of
output and shared buffering when the buffer size is
increased to 18. Crosspoint buffering provides per-
formance comparable to output and shared buffer-
ing under operating loads below 80%. Figures 6
and 8 also show the mean delay as a function of the
arrival rate for various buffering schemes. When
m = 6, reasonable delays can be achieved for both
crosspoint buffering and output buffering up to a
load of 0.6. However, when the buffer size is in-
creased to 18, reasonable delays can be achieved
for loads upto 0.8. Figures 9 and 10 show the nor-
malized throughput and mean delay versus buffer
size for MINs employing different buffering schemes
under a uniform traffic pattern. Figures 11 and 12
plot the normalized throughput and mean delay
for low hot spot probabilities (h) for four types
of MINs under ful]l load. h was varied from 0 to
0.11. Figure 13 shows the normalized throughput
for high hot spot probabilities for various buftering
schemes. h is varied from 0 to 1. As the hot spot
probability increases, the normalized throughput

e—e Input Buffer
Rl — Crosspoint,(RS)
o—o Crosspoint,(BS) L
& Output Buffer
30 [ ¢—a Shared,w=3
> ¥—=v Shared,w=6
& 20 }
Uniform Traffic
10 ¢
h=00
m=6
0 . .
0.0 0.2 04 0.6 0.8 1.0

Offered Traffic Load
Figure 6: Mean delay versus offered traffic load
with m=6.

1.0
&——=o Input Buffer ;
o—=8 Crosspoint,(RS) h
08 | o—e Crosspoint,(BS) ]
A—-a Qutput Buffer
- <+— Shared,w=3
206 [+ Shared,w=6
g
E 04 N =64
h=00
m=18
0.2 Uniform Traffic
0.0 L .
0.0 02 0.4 0.6 0.8 1.0
Offered Traffic Load

Figure 7: Normalized throughput versus offered
load with m=18.

decreases due to tree saturation.

Figures 14 and 15 show the normalized through-
put and mean delay versus buffer size for MINs
with different buffering schemes under a hot spot
traffic pattern. Figures 16 - 19 show the normalized
throughput and mean delay versus offered load for
MINs under hot spot probabilities of 0.01 and 0.03.
‘When h equals 0.01, the tree saturation occurs ap-
proximate at 0.6 for SEs using output, crosspoint
or shared buffers, and 0.5 for input buffering %ee
Figures 16 and 17). At a low hot spot probabil-
ity (A = 0.01), the output, crosspoint and shared
buffer SEs have higher throughput than the input-
buffered SE as shown in Figures 16 and 17. This
is due to the HOL blocking in the case of input
buffered SEs. For high hot spot probability (say k
= 0.03), the normalized throughput is the same for
all the buffering schemes. Comparison of results
show that the performance of the shared buffer
MIN is the best and an output-buffered and cross-
point MIN is much better than an input-buffered
MIN when the hot request rate (h) is low. But the
performance is the same for all the types of MINs
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Figure 8: Mean delay versus offered traffic load
with m=18.

when the level of hot requests is medium and high.
This is again due to tree saturation. In Figure 20,
the mean delay in MINs using different buffering
schemes as a function of normalized throughput is
shown for h decreasing from 1 to 0. We note an
interesting phenomenon. The mean delay firat in-
creases to a maximum and then decreases as the
normalized throughput increases due to a decrease
in the hot spot probability. Certain general con-
clusions can be drawn:

e Cross-point, output and shared buffered SEs
with a large buffer size have similar through-
put. The normalized throughput of the
above three types of SEs is better than input
buffered SEs for small buffer size. The shared
buffer has the best performance, followed by
the output buffer and cross-point buffer.

e For offered traffic loads under 60%, the
throughput of the input buffered MIN is rea-
sonably close to those of the other three
types, and because of its lower cost, crosspoint
buffering may be the choice for implementa-
tion. However, in addition to the throughput
limitation, crosspoint buffered SEs show a sig-
nificant increase in mean delay even at loads
as low as 60% (see Figures 7 and 8).

o Adding large buffers to a crosspoint buffered
SE will not bring about a substantial perfor-
mance improvement, since the throughput is
limited to 0.62 due to the head of the line
contention. Qutput, crosspoint and shared
buffered SEs with small buffer sizes Liave sig-
nificantly better performance than an input-
buffered SE with a large buffer size. Thus if
additional hardware resources are available to
improve switch performance, they are better
spent on implementing output, crosspoint or
shared buffer designs than on making larger
buffers for an input buffered design.

In Figure 6 and 8, the mean delay is compared
for the four buffering schemes. The offered load
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‘ is varied from 0.01 to 1.0. It is shown that the

mean delay for MINs using crosspoint buffered SEs
is smaller than that for the other three types of
SEs.

5 Conclusion

Simulation models have been developed to eval-
uate the performance of MINs having different in-
ternal buffering schemes under uniform and hot
spot traffic environment. It confirms the intu-
ition that, under uniform traffic, shared buffer SEs
have better performance than SEs having buffers
at the inputs, outputs or crosspoints. In addition
to performance, there are other issues, such as im-
plementation, that must-be considered in design-
ing a MIN. We also compared the performance of
SEs having buffers at the inputs, outputs, cross-
points and shared between the inputs and outputs,
under the hot spot traffic pattern. The results
show that the performance of shared and output-
buffered MINs is considerably better than input-
buffered MINs when the hot request rate is low.
But the performance is the same for all the buffer-
ing schemes when the hot request rate is between
medium to high. This is due to the onset of tree
saturation at medium offered traffic loads. A com-
parison of the four approaches to providing the
queuing for the SEs in MINs is given below.
Input Buffer

¢ Simple buffering structure.

¢ The internal link speed of the MIN is equal to
the speed of the inputs or outputs of the MIN.

¢ Normalized throughput is limited to 0.62 with
20 buffers at each input of an SE.

Output Buffer

¢ Achieves optimal throughput/delay perfor-
mance.

¢ The buffers should operate at a speed which
is equal to the sum of the speeds of the input
links of an SE.

Cross-point Buffer

Simple buffering structure.

*

The internal speed can be equal to the speed
of the input/cutput links of an SE.

L ]

Reduces the effect of head of line blocking.

*

The total buffer required is much greater.
Shared Buffer
¢ Achieves high utilization of the buffers.

¢ The total amount of buffer memory required
is small.
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Figure 9: Normalized throughput versus buffer size
under uniform traffic.
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Figure 12: Mean delay versus low hotspot proba-
bilities.
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Figure 17: Mean delay versus offered traffic load
under hotspot tiaffic, h = 6.01.
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Figure 18: Normalized throughput versus offered
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