a

(=8

L /

L 5777
Fig. 2 Mobiles travelling in opposite direction and crossing at 2.5km
Jrom bl

3

o

0
3

combined and discrete SINR dB
w

(o]

-5 + + + + J
0 0-5 ! 15 2 25
distance (mobile m1to point p1) km
Fig. 3 Overall SINR compared with individual SINR of each cell

—%— cell 2 —A—cell 3
—— upper SINR - - - - mean SINR

—C—cell |

—— - lower SINR

transmit with the same power and frequency and depart with the
same velocity, in a linear direction. The distance from p1 to p2 is
L = 5km. The effects of the Doppler frequency shift on the esti-
mate of the SINR are not considered. All the other impairments
(nonlinearities of receiving filters, background noise, frequency
offset, etc.) are modelled as Gaussian with normalised SINR = 15
dB, measured at bl as the initial condition. The SINR parameter
can be estimated in a practical way as given by [6], if the system
uses constant-modulus modulation (e.g. w4 QPSK, GMSK, etc.).
For the phase combination, any method suitable for antenna
arrays (8] can be used. Here, this combination is performed in
three ways: (@) the wanted signal and the interference from all cells
are combined in phase; (b) the wanted signal is combined in phase
whilst the interference is combined with opposite phases (neutralis-
ing); (c) the total interference power is the sum of individual inter-
ference mean powers (independent interferers). By doing so, the
overall SINR (after combination) is bounded by two extreme
cases. The first case (item a) can be seen as a lower bound (no
other combination gives a lower SINR). The second case (item b)
is an upper bound. The third case is a more realistic average. They
are plotted in Fig. 3 as the mobiles move, getting closer. Fig. 3
also shows the SINR in each cell (b1, 52 and 43) alone. From the
Figure it is clear that the overall quality of combined signals is
always better than, or at least equal to, that of a cell alone. This
reduces the need for handover along cluster borders and permits
frequency reuse inside a cluster.

Conclusions: Base station macro-diversity combining has been pre-
sented for implementing a mobile cellular system. In this scheme, a
cell identifies simply with a base station. The signal from a mobile
is combined by all cells in a cluster. This provides better protec-
tion against interference and diminishes the necessity of handover
alongside cluster borders. There is no predetermined set of base
stations managing one call. A cell participates in the control over
a mobile as long as it perceives a good reception. Unless the signal
quality drops below a minimum standard, there is no need for
handover, disregarding the location of the mobile. For those rea-
sons, frequency reuse is allowed inside a cluster. We have obtained
the overall SINR gain of the combining method over a diversity
switching scheme, but without considering fading channels
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because the aim of this work is to introduce a combining system
concept. If fading channels are considered, a gain over any switch-
ing technique (as far as outage probability is concerned) should
also be obtained.
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Buffer occupancy in ATM switches with
single hot spot

M. Saleh and M. Atiquzzaman

Indexing terms: Asynchronous transfer mode, Digital
communication systems

ATM switches based on shared buffering are known to have
better buffer utilisation. However, in the presence of hot spot
traffic, buffers become monopolised in favour of hot output. In
the Letter, we present the effect of buffer monopoly in a shared
buffer switch and discuss the solutions to this phenomenon.

Introduction: A multistage ATM switch consists of a number of
stages of small switching elements (SEs) which are interconnected
by a permutation function. A group of multistage switches, known
as Delta switches, consists of n stages of d x d SEs, where & = N
is the number of inputs or outputs of the switch. In a shared
buffer Delta switch, there are B buffer spaces in each SE which are
shared among all of the inlets and outlets of the SE, t.e. a cell at
any inlet may be placed in any buffer slot, and from there it can
be destined to any outlet of the SE. Unlike input buffering, there
is no head of line blocking in shared buffer switches, and total
buffer utilisation is better than output buffering. However, in the
presence of hot spot traffic, the hot traffic saturates the buffers in
the SE rapidly, which results in degradation in the performance of
the switch.

In this Letter we study the distribution of buffer length, defined
as buffer occupancy, at different stages of Delta switches in the
presence of hot spot traffic.
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Assumptions and notation: The following assumptions are made
regarding the switch and its operation:

A backpressure mechanism with global flow control ensures that
no cell is lost inside the switch. The process of forwarding and
accepting cells in each SE is virtually accomplished in two phases.
In the forward phase, depending on the state of the SE and its
downstream SEs, a number of cells leave the SE. In the receive
phase, the cells offered from upstream SEs are placed in the buff-
ers.

Hot spot traffic is assumed. To formulate the single hot spot traf-
fic mathematically, the probability of a cell arriving at a switch
input and being destined to the hot output (p,) or to any single
one of the N — 1 cold outputs (p,) is given by:

ph:ﬂ<fh+1?Tﬁl) ‘Pczl](l;\rfh)

prt+(N—1p.=p
where f, is the fraction of the traffic destined to the hot output of
the switch.

The reader is referred to [1] for additional assumptions regarding
the modelling of the shared-buffer Delta switch.

We model each SE by a Markov chain representing the distri-
bution of the hot and cold cells stored in the B buffers of the SE.
The state of an SE is represented by a tuple (#, ¢), where 4 is the
number of cells destined to the hot outlet of the SE and ¢ is the
number of cells destined to the other 4 — 1 cold outlets of the SE.
We label the hot switch at any stage as a type 1 SE. An SE is of
type / if it is fed by a type i — 1 SE in the previous stage [2]. .
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The following notation will be used in the model:

7, ,(hl,cl): Steady-state probability that a type r SE at stage / is in
state (41, cl).

m,(hl, cl, A3, ¢3) : Steady-state probability that a type r SE at
stage i is in state (#3, ¢3) at the beginning of the receive phase,
given that it was in state (41, c1) at the beginning of the forward
phase, where #1 = A3 and ¢l = ¢3.

g, (B3, 3, h2, 2) : Steady-state probability that a type r SE at
stage i is in state (h2, c2) at the end of the receive phase, given that
it was in state (A3, c3) at the beginning of the receive phase, where
h3 < h2 and 3 < c2.

&,‘,(hS, ¢3) : Steady-state probability that a type r SE at stage i is
in state (%3, ¢3) at the beginning of the receive phase.

Hot spot model: In a steady-state condition, the Markov chain
model of any =, , tuple can be described as

B B-h3
mir(h2,2)= 3 S #i(h3,c8)0:, (h3,c3, h2,c2)
h3=0 c3=0
B B-hl
#in(h3,68)= Y D mi,(hl,cl)r (k1 cl,h3,c3)
h1=0 ¢1=0
(n
where B is the total buffer space in an SE.
The average throughput of an SE of type r in stage / is
B B-hl cl
Xraw = 3 3 mip(hliel) Y 7ip(hl, el Al ~1,c3)+
hl=1cl=0 e3=0
B B-cl hl cl
3 3 mah, )Y N (el —cB)rip(hl,cl, h3,c3)
cl=1h1=0 h3=0, 3 inax(D,c1~d)
2

The average throughput of a stage i is given by
A= Xrae + (= 1)D Niraed 2| (3)
r=2

Eqn. 3 applies to all of the stages, including the first stage, where
3 becomes irrelevant.

The expected value of the length of hot and cold virtual queues
are obtained by

B B-h
Liphot =3 3 hmio(h.c) ()
h=0 c=0
1 B B-h
Ly cotd = -1 Z E cmip(h,c) (5)
h=0 =0
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Fig. 2 Buffer occupancy distribution in hot SE at different stages of
Delta switch
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Numerical results: Fig. 1 illustrates the impact of hot spot traffic
on the throughput of shared buffer switches for N = 256 and d =
2. The throughput of a shared buffer switch is degraded more
when the B/d ratio increases. Fig. 2 shows the fraction of occupied
buffers in the presence of hot spot traffic for the same switch and
SE size as in Fig. 1, and for input load p = 0.4. As expected,
under uniform traffic pattern and low input load, the distribution
of buffer occupancy is almost constant in all of the stages. How-
ever, by the introduction of hot traffic, buffers in the hot SEs start
to saturate. Saturation starts from the last stage, and affects pred-
ecessor stages in turn. For the given switch size and SE size,
increasing the hot spot ratio to only 1% will saturate all but the
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first stage for an input load of as low as 0.4. Increasing the buffer
size has little effect on improving the throughput of the switch,
since the buffer monopoly hinders the hot SEs from forwarding a
reasonable traffic to their successor hot and cold SEs, and con-
nected outputs thereafter. Although not shown here, there is the
same trend of buffer occupancy when p increases, except that
under uniform traffic the first stage has the highest buffer occu-
pancy, and the occupancy decreases as the stage number increases

Conclusion: Although, under uniform traffic, buffers in a shared-
buffer Delta switch are used more efficiently, free choice of buffer
slot for any incoming cell at an SE causes significant congestion in
the presence of hot spot traffic. This effect can be alleviated by
using an additional control mechanism to limit the number of cells
which are destined to the hot output of an SE. For example, it is
possible to limit the hot traffic to 50% of total capacity of an SE.
It is also possible to select different limits of hot traffic at different
stages, since, depending on the stage, different numbers of outputs
are affected by a congested hot SE. The selection of an optimum
hot traffic limit at a given hot SE may be studied as an extension
to this work.
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Combined algorithm for pitch detection of
speech signals

M.E. Hernandez-Diaz Huici and J.V. Lorenzo Ginori

Indexing terms: Speech analysis and processing, Speech recognition

A new short-term pitch detection algorithm is reported, whose
main features are good robustness in noisy environments, an
accuracy which approximates that of superresolution integer
algorithm, and reduced computational cost. Complete
information regarding algorithm implementation is given, and
experimental results for pitch contour extraction are shown.

Introduction: The remarkable advances in speech processing in the
past two decades have led to the development of several pitch
detection algorithms (PDAs). Many of them have been summa-
rised and discussed by Hess [1] and Rabiner et al. [2]. The main
features in characterisation and performance evaluation of PDAs
are voiced/unvoiced decision error rate, fine and coarse pitch
error, noise immunity and computational efficiency, each algo-
rithm revealing some balance between these aspects. In this Letter
the authors describe a new combined pitch detection algorithm
(CPDA), having good accuracy, high noise immunity and low
computational cost. The CPDA has a multichannel structure that
combines the features of three different PDAs in a convenient way
to reduce the computational burden and to improve reliability.

Combined pitch detection algorithm: The combined pitch detection
algorithm has a three-channel structure, in which the input signal
is previously processed by a digital bandpass filter and then proc-
essed in parallel by the three pitch detectors, as Fig. 1 shows.
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Fig. 1 Block diagram of combined pitch detector algorithm

The first one is a slope detector that locates the wavetform peaks
by means of minimum-maximum-minimum and associate slopes
sequence detection, following the approaches of Jovanovic {3] and
Gold and Rabiner [4].

The second pitch detector emphasises the greatest amplitude sig-
nal peaks by means of an exponential distortion given by

sa(n) = signs(m)] explK]s(n)] ¢
where K = 0.0162 is an empirically calculated coefficient. The sig-
nal distorted in this way exhibits noticeable peaks spaced one
pitch period away for voiced signal frames. It was found that this
kind of distortion also produces some degree of spectral flattening.

Both the first and second algorithms simultaneously detect voic-
ing for the signal frame by zero-crossing calculations and detec-
tors’ logic.

The third detector algorithm is based on the similarity model
introduced by Medan et al. [5], taking into account the following
changes:

(a) Centre clipping is used as a spectral flattening technique to
reduce the formant structure effects, thus allowing the crosscorre-
lation function between adjacent signal windows to have a maxi-
mum for pitch period window duration.

(b) The correlation function is substituted by the function

o= Slai—uil [ 3l + i @
=1 =1 "

where 7 is the window length. This function, based on the AMDF
function [6], is normalised to 0 < p, < 1, and it exhibits a deep null
when # is the integer pitch, and local minima for multiples of a.

A logic is used to select the values of n, for which it is possible
to achieve further computational cost reduction in calculating p,,
in the following way:

(a) If the pitch estimates r, and n,, from the first two detectors
are equivalent or one of them is equal to zero {(e.g. at least one
estimate has been calculated), p, is calculated for n = n,,/2, n,, and
2n,,. As soon as p, is below some threshold (0.3 in this case), n,, is
taken as the integer pitch value and p, is not calculated for the
remaining values of n.

(b) If the first two pitch estimates #,, and #,, differ, p, is calculated
form, -3<n<n,+3.

The calculations are stopped when the minimum is detected and
the corresponding value of n is taken as the pitch value.

Experimental results: The CPDA behaviour was evaluated follow-
ing the approach of Rabiner et al. [2] for a representative speech
signal database.

Table 1: Fine errors standard deviation

Speaker/method | _ SUPeT Auto- DWS cPDA4
resolution correlation
Male 1 2415 2.046 3.948 2.952
Male 2 2.428 2.019 4.220 2.497
Female 2.006 1.091 3.985 1.986
No. 1 15



