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Abstract

Multistage switches consisting of a number of stages of small switching elements (SE) are often used in ATM switch fabrics. An ATM
switch fabric performs the functions of switching and buffering of cells. The location of buffers inside a fabric is critical in the performance of
the switch. Output buffered SEs have a higher throughput than input buffered SEs. Moreover, output buffered SEs do not suffer from buffer
hogging as found in shared buffered SEs operating in a nonuniform traffic environment. However, output-buffered SEs require internal
speedup, thereby requiring high-speed buffers and complex buffer management hardware. Crosspoint buffering, however, enjoys the
advantages of output buffering without requiring an internal speedup of its buffers. The objective of this paper is to study the performance
of a crosspoint buffered ATM switch operating under uniform and nonuniform traffic patterns. The performance of the crosspoint buffered
switch is compared with that of the output buffered switch. Analytical models based on the Markov chains are developed to facilitate the
study. The results from the model are validated using simulation. It is shown that the model provides very accurate results. © 1997 Elsevier

Science B.V.
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1. Introduction

The Asynchronous Transfer Mode (ATM) has been
accepted as the transport mechanism in future broadband
ISDN (B-ISDN). ATM is based on statistical multiplexing
and can flexibly and efficiently support a wide range of
services such as telephone speech, data, teleconferencing,
entertainment video, etc. Multistage switches (MS) [1] have
been proposed for ATM switching fabrics. An MS consists
of a number of stages of SE connected together by some
interconnection function. Buffers are provided inside the
SEs to queue cells that lose contention during routing con-
flicts. The buffers can be located at inputs, outputs or cross-
points of SEs. They can also be fully shared by the inputs
and outputs. Due to the head of line blocking, the maximum
normalized throughput of an input-buffered switch under a
uniform traffic pattern was shown to be 0.75 fora 2 X 2 SE
[2,3]. Shared buffer switches [4,5] have a very high buffer
utilization, but suffer from a phenomenon called buffer
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hogging in the case of a nonuniform traffic pattern.
Moreover, buffer management in shared buffer switches is
more complex and difficult to implement than input or out-
put buffered switches. The high-performance switch archi-
tectures, in general, require that the buffers be placed at the
outputs [6,7]. When compared with input buffering, output
buffering provides increased throughput by getting rid of
head-of-line blocking. However, the buffer management
in output buffering is more complex and difficult to imple-
ment. The capability of inserting more than one cell into a
buffer during a cycle adds considerable complexity and may
increase the write time of the buffer, which may, in turn
increase the cycle time of the switch.

Crosspoint buffering has been proposed [8,9] to eliminate
the head of line blocking of input buffered switches and the
internal speedup requirement of output buffered switches.
Fig. 1 shows a 2 X 2 crossbar SE which has buffers pre-
ceded by address filters [1] at each crosspoint. A cell can
pass a filter if the cell is destined to the output to which the
address filter is connected. This reduces the complexity of
buffer management, and the speed of the buffers can be
equal to the speed of the input/output ports.

Although there are a number of analytical models for
performance evaluation of MSs with input and output
buffers [6,7,10-14], only a few studies for cross-points
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Fig. 1. A 2 X 2 crossbar switch with FIFO buffers at cross-points.

buffered MSs have been carried out. Input, output, and
crosspoint buffering schemes for 2 X 2 crossbar switch
architectures for the unbounded queue size and single
queue size were analyzed in [8]. A bus matrix switch,
with 16 Kb of FIFO buffer at each cross-point was described
in [15]. The design of the switch was restricted to 2 X 2 SEs.
A crossbar switch with FIFO buffers at each cross-point was
alsodiscussedin [16] under the name of Butterfly switch. Kato
et al. [17] described the implementation detail of a crossbar
switch having a dual port RAM at each cross-point. Goli [9]
analyzed the performance of a cross-point buffered switch
under a uniform traffic. The performance of the switch under
a bursty traffic was studied using simulation. Gupta [18] devel-
oped simulation programs to investigate the performance of a
nonblocking switch having input buffers and a limited amount
of cross-points buffers within the switch fabric.

Simulation studies of cross-point buffered switches with a
large number of stages and a considerable amount of buffer
at each crosspoint are very costly in terms of computation
time. The existing analytical models [8,9] do not produce
accurate results, especially when the offered traffic load at
the switch inputs is high. The inaccuracies are mainly due to
simplifying assumptions regarding the blocked cells in the
switch. To our knowledge, no research reported in the lit-
erature has accurately analyzed finite cross-point buffered
MS in the presence of nonuniform traffic patterns.

The specific interest of this paper is to study the perfor-
mance of the finite cross-point buffered switch under uni-
form and hot spot traffic patterns. Three different scheduling
policies (viz., random selection (RS), new cell selection
(NS), and blocked cell selection (BS)) are investigated to
select a cell for transmission from a complementary buffer
to a given output. The modeling results show that the BS
policy results in the best performance under uniform traffic.
The performance is almost the same under the RS and NS
policies. When the hot spot probability is small, the NS
policy performs the best, and the RS performs better than
the BS policy. When the hot spot traffic is heavy, the per-
formance of the three policies is identical.

The paper is organized as follows. Section 2 describes the
output and crosspoint buffering schemes, followed by the
modeling assumptions of the switch. The proposed model is
developed in Section 3. Section 4 discusses the performance
of the crosspoint buffered switch and compares with that of
the output buffered switch. Finally, concluding remarks are
given in Section 5.
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Fig. 2. An 8 X 8 internally buffered ATM switch.

2. Switch architecture

An MS switch (Fig. 2) connects N inputs to N outputs
using s = log, N stages of N/2 switching elements per stage.
Fig. 2 shows an 8 X 8 MS based on the Omega interconnec-
tion network. In this study, it is assumed that each SE is a 2
X 2 crossbar allowing any input to be connected to any one
of its output links. Each SE has a finite number of buffers,
which can be placed at different locations in the SE as
described below.

2.1. Buffering strategies

Fig. 2 shows two different buffering strategies in the SEs.
In the output buffering (shown in Fig. 2(a)), buffers are
located at each output of an SE. Each buffer is capable of
accepting two cells simultaneously in a clock cycle. Thus,
an internal speedup of buffers is required to queue two cells
during the same clock cycle. In cross-point buffering
(Fig. 2(b)), separate buffers are associated with each cross
point of the SE. In addition to the buffers, a crosspoint
buffered SE consists of a cell distributor at each inlet and
acell multiplexer at each outlet. Crosspoint buffering has the
advantage of requiring only one read and one write operation
on a buffer during a clock cycle. This configuration uses more
instance of a simpler type of buffer to approximate the perfor-
mance of the multi-output buffers. Cells arriving at an input
port are queued in the appropriate buffer according to the
destination tag. A cell leaves an outlet of an SE whenever
any or both of the two associated buffers has cell and the
next stage can accept it; if both the buffers have cells, arouting
conflict will occur. Scheduling policies toresolve suchrouting
conflicts are discussed in Section 2.2.
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2.2. Modeling assumptions

The following assumptions are made regarding the input
traffic pattern and the operation of the switch.

1. There are N = 2° inputs and N outputs in the switch. Each
input of the switch has an Input Buffer Controller (IBC)
of size f.

2. The switch is operated synchronously. For modeling pur-
poses, a clock cycle is split into two phases [7]:

o Inphase 1, the buffers which contain cells send a request
to the next stage indicating that a cell is available for
transmission. The cell is forwarded, if there are no colli-
sions with other cells and if the destination buffer at the
next stage is ready to accept a cell.

¢ Depending on the availability of buffer space, a cell may
be accepted from a preceding stage during phase 2.

3. A backpressure mechanism ensures that no cells are lost
within the switch.

4. Cell arrival process at each input of the switch is a
Bernoulli process.

5. The offered traffic load to each input of the switch is the
same.

6. There is no blocking at the output links of the switch. The
output links are therefore at least as fast as the internal
links.

7. Since a cell spends at least one clock cycle in a buffer
even when there is no waiting, the minimum possible
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Fig. 4. Markov chain state transition diagram for internal stage buffers.

mean cell delay of a cell is equal to s + 1, where s is
the number of stages. It includes the mean cell delay at
the IBC buffer.

8. For a uniform traffic pattern, an incoming cell is equally
likely to be directed to any output of the switch. For a hot
spot traffic pattern, the probability that an incoming cell
is directed to a non-hot or a hot output are (1 — h)/N or
h + (1 — h)/N respectively, where & is defined to be the
hot spot probability.

For hot-spot traffic pattern, the cells directed for the hot
output is defined as hot cells. The internal links of the switch
which carry hot cells are called hot links (indicated by bold
line in Fig. 5). Buffers carrying hot cells are called hot
buffers. All SEs connected to hot links are called hot SEs.

3. The model

Fig. 2 shows how the SEs are specified by stage number £,
SE number / within a stage, input ports x and x, and output
ports y and y. Fig. 3 shows three SEs in successive stages of
the switch. The input and output ports of the /th SE at stage k
are denoted by kix, kix, kly and kly. Let (k + l)i)? denote the
input port of the SE at the (k + 1)th stage which is fed by
output port kly at the kth stage. Also, let (k — 1) I% denote the
output port of the SE at the (k — 1)th stage which feeds input
port kix at the kth stage. Buffers g, and g, at the output port
of an SE refer to buffers connected to inputs x and x respec-
tively of the SE. The ¢, and g, are referred as complemen-
tary buffers. )

A new cell in a buffer is defined as a cell which has never
attempted to go to the next stage, or has made an attempt but
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Fig. 5. An 8 X 8 ATM switch under hot spot traffic pattern.
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has not won a routing conflict with a cell in the complemen-
tary buffer. For example, a cell which is behind other cells in
a buffer is a new cell. A cell which has just moved to the
head of a buffer, or has reached the head of the buffer in a
previous cycle but has never won a routing conflict is a new
cell. A blocked cell is defined as a cell which was not
accepted by the SE in the next stage during a previous
cycle. An example of a blocked cell is one which won a
routing conflict but could not proceed forward because of a
full buffer in the next stage. The following state variables
are defined to describe the state of a buffer at the end of a
clock cycle.

State O: the buffer is empty.
State n: the cell at the head of the buffer contains a new
cell.

e State y: the cell at the head of the buffer contains a
blocked cell which was unsuccessful in a previous rout-
ing attempt to the upper output of the SE at the next
stage.

e State y: the cell at the head of the buffer contains a
blocked cell which was unsuccessful in a previous rout-
ing attempt to the lower output of the SE at the next
stage.

e State (i,08): the buffer contains i, 0 < i < m, cells and the
cell at the head of the buffer is in state 8, 8 € {n,y, y}.

Cells are forwarded from a buffer to the next stage during
phase 1 and received from the preceding stage during phase
2 of a clock cycle. The state of a buffer after phase 1 of a
cycle will be called the intermediate state of the buffer. Note
that phase 1 (2) in an SE in stage k coincides with phase 2
(1) with SE’s in stage £ — 1 (k 4+ 1). The following variables
are defined to describe the proposed model.

m = the buffer size.

A = the probability that a cell comes to the IBC at the beginning
of a cycle.

z = 1 — z for any variable z.

B, (0.0 = the probability that the buffer at kv, v € {y,y}, connected to

input , u € {x,x}, is in empty state at the end of the rth cycle.
= the probability that the buffer at klv, v € {y, y}, connected to
input u, u € {x.x}, contains i, 0 < i < m, cells and is in state 3,
B € {ny, y}, at the end of the rth cycle.

Bklvui(th)

BY..0.0 = the probability that the buffer at kv, v € (y,y}, connected to
input &, u € (x.x}, is in empty state at the end of phase 1 of the
tth cycle.

B (B =the probability that the buffer at klv, v € (y,y}, connected to

input u, u € {x.x}, contains {, 0 < i =< m, cells and is in state
B, B € {n,y, y}, at the end of phase 1 of the #th cycle.

Puw = Probability that a new cell, ready to come to klu, u € {x.x},
during cycle ¢, is destined to klv, v € {y,y}.

Q) = the probability that a cell (new or/and blocked) is ready to
come to port klu, u € {x,x}, during cycle ¢.

Quln,t) = the probability that a new cell is ready to come to port klu, u
€ (xx), during cycle ¢.

Quv,t) = the probability that a cell which is blocked for port kiv, v €
{y.y}, is ready to come to port klu, u € {x.x}, during cycle .

Clpand) = the probability that i, 0 < i < 1, cells which are in new state
connected to input u, ¥ € {x.x}, during cycle ¢.

Cund' ) = the probability that i, 0 < i =< 1, cells (new or/and blocked)

are ready to come to the buffer at klv, v € {y,y}, connected to input u, u €
{x.x}, during cycle .

The routing probability of a cell is defined as the prob-
ability that the cell can be routed to the next stage. The
different routing probabilities are defined below.

¥ undB) = the probability that a cell from port kiu, u € {x,x}, advances
to the buffer at klv, v € {y,y}, during phase 2 of clock cycle ¢,
given that a cell in state 6,_6 € {n,y,y}, destined to klv is ready
to come to klu during cycle 1. N

auB.t) = the probability that a cell in the buffer at klv, v € { »y)

connected to input u, u € {x.x}, is able to move forward during

phase 1 of the rth cycle, given that the cell is in state 5,

B € {nyy}.

= the probability that a new cell in the buffer at klv, v € {y,y},

connected to input u, ¥ € {x.x}, is selected by the SE under the

scheduling policy.

= the probability that a blocked cell, & € {y,y}, in the buffer at

kiv, v € {y,y}, comected to u, u € {x,x}, is selected by the SE

under the scheduling policy.

(D) = the probability that a cell (new and/or blocked) leaves the
buffer at klv, v € {y.y}, connected to u, u € {x,x}, during cycle
t.

@ klvu(nst)

@ yivilbyt)

Each output link of an SE is connected to its buffers
through a multiplexer. At most, one cell can be transmitted
to an output of an SE per cycle. Several scheduling policies
are possible for selecting a cell from the buffers belonging
to output port. The following three scheduling policies are
considered in this study.

® Random selection (RS): a multiplexer randomly selects
a cell from one of the buffers connected to the multiplexer.

e New cell selection (NS): a multiplexer selects a cell from
the buffer which has a new cell at the head of the queue.
If there is no such cell, it selects a cell based on the RS
policy. If there are more than one new cells, one is
selected at random from the new ones.

® Blocked cell selection (BS): a multiplexer selects a cell
from the buffer which has a blocked cell at the head of
the queue. If there is no such cell, it selects a cell on RS
basis.

The probability that a new cell is ready to come to input
port klu, 1 =k = s, u € {xx}, during cycle ¢ is given by the
probability that at least one of the upstream buffers is in a
new state and the new cell is selected by the multiplexor. It
is given by:

m

Qum )= Y {Bly it t = D) fage— a0

i=1

m
+ ;{sz_]ﬂﬁx(n,t— Do astmd. (1)

The probability that a blocked cell is ready to come to input
port klu, 1 = k = 5, u € {xx}, during cycle ¢ can be
computed by the probability that the cell at the head of
queue in the preceding stage is in a blocked state and the
cell is selected or the complementary buffer is in a blocked
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state and is selected by the multiplexor. It is therefore given
by:

m

Quu(v, )= Z {Bék - 1)7505("’ t— 1)}a(k_. |)ng(vs )]
. x

i=

- »_ZI{B;"‘ iV = 1)}0‘(k— Diac(Vs 1)
vE {y,y} @)

The probability that a cell is ready (or not ready) to come to
the buffer at klv, v € {y,y}, which is connected to input u, u
€ {x,x}, is given by

Cl?lvu (n,)=1- leu (m, 1)+ leu(n’ t)Pklug’ 3)
Cl:lvu (n,0)= Qk[u(n’ t)Pkluw 4
Cima( ) = 1= O, D + Q. ) + Qu, Py, (5)

Clllvu('a [) = leu (V, t) + leu (n! I)Pkluv' (6)

For example, Eq. (5) is obtained from the probability that a
new cell is not ready to come to input port klu, or a new cell
is ready to come to input port klu but is destined to buffer
klvu.

In the case of a routing conflict between cells at the two
complementary buffers of an output, one of the three pre-
viously mentioned scheduling policies are used to select a
cell. The probability that a cell is able pass an SE depends
on the scheduling policy used and can be expressed as
follows:

Random selection:

A cell in the buffer at klvu can be selected by the multi-
plexor if the complementary buffer is empty, or it is not
empty but the cell in the buffer at klvu wins the conflict.

@) =0.5 Y { B, 1) + B0 ) + B, }

i=1

+ B, (0, 1), (7)

b )=0.5 D { Bl 3,0+ B0, 0+ B, 1) |

i=1

+ B, (0, 1). (8)

New cell selection:

A new cell in buffer at klvu can be selected by the multi-
plexor if the complementary buffer is empty, or it is not
empty but the cell at the head of queue is in a blocked
state, or the cell at the head of queue is new and the cell
in the buffer at klvu wins the conflict. A blocked cell in the
buffer at klvu will be selected if the complementary buffer is

empty, or it is not empty but the cell at the head of queue is
in a blocked state and the cell in the buffer at klvu wins the
conflict.

m

aklvu(n’ t) = Z {B;;I\lg(yr t) + B;lclvg(x9 t) + O'SBilvg(na t)}

i=1

+ B0, 1), 9)

m
(.1 = 0.5 D~ { Buu0, 1) + Bl 3,0 | + B0,

i=1

b e {yy} (10)

Blocked cell selection:

m
(1, )=0.5 > { Biaa01,1) } + B0, 1), an

i=1

M=

i, =0.5 D { Bl 1) + B (3,1}

1

3

+ {Bilvg(n’ t)} +Bkolvt_4(0’ t)’ be {.X,y}
i=1

(12)

A new cell can be routed from input port klu to the buffer at
kivu if the buffer at klvu has at least one space, or the buffer
is full and a cell (new or blocked) can leave the buffer
during the current cycle. The routing probabilities of a
cell are therefore given by:

Ve, 1y =1 = { Bl (n, 1 — 1) + Bl (v, 1 — 1)
+ Biu (0, 1 = D} 4 Biu(n, t — Dagy(n, 1)
+ Bl 1 — D (v, 1)
+ By, t = Dt (3, 1), (13)

aklvu(n’ t) = aklvu(na t){P(k + 1)]0y7(k+ 1)7{,};("’ t)

+ Pis ey Yo+ iy D }- (14)

When a cell in stage k — 1 is in state (i,y) or (i,y) at the end of
cycle t, the cell’s destination buffer in stage k after phase 1
of cycle t + 1 will be either full or will have one space
available. If a cell was blocked at stage £ — 1 at the end
of cycle ¢ — 1, the cell’s destination buffer at stage & must be
full (new or blocked) at the end of cycle t+ — 1. Under this
condition:

o The cell’s destination buffer in stage k at the end of cycle
t — 1 can be in state (m,n) only if it was in state (m,n) at
cycle t — 2 and a cell did not leave the buffer during
phase 1 of cycle t — 1 because a cell is selected from
another buffer at the same SE in stage k.
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¢ The cell’s destination buffer in stage & at the end of cycle
t — 1 can be in state (m,y) or (m.y) under one of the
following conditions:

1. The buffer was full at the end of cycle  — 2 and a cell is
selected in this buffer but no cell left the buffer during
phase 2 of cycle t — 1.

2. The buffer had one space at the end of cycle r — 2, no
cell left during cycle ¢+ — 1, and one cell came during
cycle t — 1.

Under the above circumstances, the intermediate state of
the destination buffer in stage k during cycle ¢ will be either
full if it is blocked or one space available if a cell left.

BB, 1), B € {n,y,y}, is defined as the probability of the
buffer at klv being full and in state 8 at the end of cycle ¢,
given that a cell at stage k — 1 is blocked for this buffer at
the end of cycle 1.

'Z;vu = klvu(na f— 2)&klvu(n’ - 1)’ (15)

TV, 1) = B i (n, t = Dagg, (n, )+ {1 = B'fh(n,t — 1)}
X AP s ey Brin3s D+ P iy}, (16)

Ao (Y5 1) = Qg (¥, t)r(k+ 1)2@(}5 n, 17

aklvu(_Xa t)=aklvu(Xy t)r(k+l)i€'X(-X’ 0. (18)

The above eqns (1)—(18) are valid for all the buffers in the
switch and the IBC. However, those equations which
depend on whether the buffers are at the IBC, the last
stage or the internal stages of the switch are given below
separately. We define all the stages other than the last stage
and the stage containing the IBC as internal stages.

3.1. Internal stage buffers

Fig. 4 shows the state transition probabilities for a buffer
in an internal stage. The intermediate state probabilities of
the buffer at klvy, 1 = k =< s — 1, are given by:

B.ric)lvu = Bglvu(o’ r— 1) + Blldvu (n’ r— 1)aklvu (i’l, t)
=+ Blldvu(za r— l)aklvu(X’ t) + Blldvu(y’ t~ l)aklvu(ya t),
(19

Bigwi(n, 1) = Blgh (n,t — Daggu(n, 1)
+ B0, ~ Dagu(y, 1)
+ B (0, = Dag, (0, 1)

+B;(lvu(n, t— Dag,(n, 1=i=m-—1,

(20

Bzvu(n’ n= B;c';vu(na t— 1)E‘klvu(n’ B,

B;clvu(Xa = B;.(lvu(n’ r— l)aklvu(n’ I)P(k + 1)i0y'7(k+ 1)ify(’ly 1)
+ B;dvu (X’ = 1)(ak1vu(b» t)'?(k + l)i\‘)y(z’ t)

+ C_Yklvu(b7 t))y l=si= m, (22)

Bitnu (s 1) = Bl (1,1 = Doty (1, OP ., o Vit 4 1oy ()
+ B;(lvu(y’ r— 1)(aklvu(b’ t)’?(k + [)if;y(y’ t)
+ ol 1), 1=i=m, (23)

For example, Eq. (19) states that the buffer at klvu can be
empty at the end of phase 1 of the rth cycle if it was empty at
the (+ — 1)th cycle, or it contained a cell (new or blocked) at
the (+ — 1)th cycle and the cell can leave during current
clock cycle.

If the buffer at klv at the end of clock cycle ¢ is not full,
then there can be no blocked cell in its source buffers in
stage (k — 1). Moreover, since at most one cell can leave a
buffer during a cycle, the intermediate state of buffer kiv
during cycle f can not be (m — 2) if the buffer was full at the
end of cycle (t — 1). Therefore, only new cells can come to
buffer klv if the intermediate state of the buffer is more than
(m — 1). The final state probabilities are therefore given by

Bglvu(o’ t) = B(lzlvu (0’ t)Cglvu(n’ t), (24)

i 7i—1 i
Bklvu(n’ t) = B;dvu (n, t)CI]clvu(ny t) + Bklvu(ns t)Cglvu(na t)’

1=i=m-2, (25)

T () = Bl (0,0 + Bl (0, 0Chu 0, (26)
Bjhu(n,1) = Bl (0, Ck (. ) + Bllu(n, 1), @7
Bioiu(v, ) = B (v, ) Cliu(n, 1), (28)

B;;Ivu(v’ t) = B:’d_vul (V, t)CltIvu(nv t) + Bilvu(vy t)C;c)lvu(n’ t)
ve(y,y}, 29)

I1=i=m-2,

BZ;\—J; ! (V’ t) = E;cr;\;z(v’ t)Clilvu(nr t) + BZ;\;A : (V’ t)Cglvu('7 t),
(30)

Bﬁvu(", t) - Bz\; : (Va t)cl]dvu('s t) + B;(';vu(va t)’ ve{y, X}

G

3.2. IBC buffers

The IBC, containing f buffers, can be modeled as follows.
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Note that for the IBC buffers, u = 0,k =0, and v € {y,y} in
the following equations: -

=0
By (0, 1) = B, (0, — 1) 4 Bl (n, 1 — Dagy,(n, 1)
+ B(l)lvu(zs - 1)a01vu(X’ t)
+ Bonu (3, t — Dag, (v, 1), (32)

Bé)lvu (n, t) == B:)?;ul (n, t— l)aOIvu(n’ t)
+ Bt 0t = Dagn,(y, 0
+ B a0t = Dag (1), 1=i=f—1,

(33)

Bovuy, 1) = B (n, 1 = Py 5. (s 1)

+ B0t — DYo (1), 1=<i<f, (34

Bl 0, 0) = Bu(n,t = P35, 735, (n, )

+ Bf)lvu(y’ t-—- D’?Olvu(y’ t)a

The final state probabilities at the end of a cycle are given by

I=isf, 35

Bglvu 0,n= Bglvu(O, (1l - >\)’ (36)

Bi(ns 1) = Bopa (0, DN+ Bl (n, )1 = N), 1 =i=f—1,

(37)

Bl (0 0= By, (n, DO\, (38)
Bhpu(v 1) = Bojd 0, DN + By (v, (1 = N)

ISle—l, Vf{y,XL (39)

B, v, 0)= B0y v, ON+ By (v,1),  vely,y). (40)

3.3. Last stage buffers

Since there is no blocking at the output links of the
switch, aq,,(.f) and ag,,(y,f) are one. But a cell in the last
stage can be stopped from advancing due to a conflict with a
cell in the complementary buffer. The state probabilities are
given as follows:

i Hit 1
Bgyu(n, ) = By, (n,1— Datgu(n, 1)
+ Blynt — Dag,(nf) 0<i=m-—1,

(41)

B;';vu(na )= B:'rllvu(n’ t — Dag,,(n, 1), (42)

B?lvu(o’ t) = BS[W(O, t)C.?Ivu(n’ t)’ (43)

Bilvu(n’ t) = B;l;u] (n’ t)csllvu(n’ t) + Bilvu(n’ t)CN(v)Ivu(n’ t)s
Il=i=m-2, (44)

m— pm—2 =m—
levu ](na t) = levu (n’ t)C;lvu(ns t) + B;rllvu l(n’ t)Cglvu('a t)’
(45)

B u(n, 0) = Bl (n, )CL, -, D) + B, 1), (46)

3.4. Measures of performance

By solving the Markov chain equations described in the
previous sections, we can find the normalized throughput
(n), mean cell delay (), cell loss probability (n) and the
buffer occupancy at klvu (£,,) of the switch. The through-
put of the switch at slv (u,) is defined as the number of cells
leaving the port slv per clock cycle. Since there is no
blocked cell in the last stage, g, is given by:

poty =1~ lim B (0, B30, ). 47)
The normalized throughput (x) is given by
1
r= N Z Hsty- (48)
all outputs

Let 84,,.(f) be the expected delay of a cell in the buffer klvu
of an SE in stage k at cycle ¢. From Little’s law, it can be
expressed as

D i{ Bl ) + Bigya (0, 1) + Bl 05 )}

Ot =
K V‘klvu(t)
(49)
where py,,(f) is given by
Bxlvu (t) = Z {Bilvu(n’ t)aklvu(n’ t)
i=1
+ B;.clvu (X, t)aklvu(y’ t) + B;;lvu (y’ t)aklvu(_X’ t)}.-
ue{x,)_c}, 1=k=s. (50)

The equivalent delay is determined by considering the two
buffers at output port kiv as one buffer called the equivalent
buffer. Let &, denote the equivalent delay induced by the
equivalent buffer at klv. Since the buffer is work conserving
and non-preemptive, the conservation law [19] implies that
8., satisfies the following equation:

5 . Ptie{D0k (1) + B ()0 (1)
6klv = lim
1= Batux(8) + Pt ()

(1)
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The delay at an IBC buffer is given by

6IBC = lim

ZT: li{B{)Ivu(ns t) + Bé)lvu(zs t) + Bé)lvu(y, t)}

The cell delay (8,) is defined to be the number of clock
cycles a cell spends in the switch from the instant it
enters the switch until it exits the switch. §; is therefore
given by

3
o= Z Oy + SiBe- (53)
k=1
The mean cell delay is therefore given by
N-1
Ay
5= &=0"0 5
N (54)

Cell loss probability at input Olv (no) is defined as the
probability of a cell being lost and is given by the probabil-
ity that the IBC buffer is full:

Tow = }LIE B{)lv(o’ t)' (55)

For uniform traffic, pgy, = p for all / and v. The cell loss
probability at any input for a uniform traffic is therefore
given by:

A—
Tow = —)\‘f for all L. (56)
Buffer occupancy (£4,,) at klvu is defined as the average
number of cells in the buffer at klv, v € {y,y}, connected to
u, u € {x,x} and can be given by the probability of i cells in
the buffer as follows:

m
Eklvu = }Lrg Z. i{B;clvu(nu t) + B;dvu(X’ t) + B;clvu(y’ t)} (57)
i=1

The single queue analyses are made consistent by forcing
the single queue variables to yield certain known long term
flows. Since the equations describing the dynamics of the
switch are described by recurrence relations, the solution is
obtained by an iterative method [10].

3.5. Destination port probabilities

P, 18 0.5 for a uniform traffic pattern. On the contrary, a
general traffic pattern implies that P, may not be 0.5. This
general traffic pattern is modeled by finding a mapping
scheme that transforms a given output referencing pattern
into a set of Py,’s which refiects the given referencing
pattern.

As an example, let us take an 8 X 8 ATM switch as shown
in Fig. 5. Since all the inputs are assumed to have the same
general traffic pattern, only the mapping scheme for one
input is discussed. The referencing pattern of input /; can
be represented in terms of the output destination probability

= Z:nz 1 {B{)lv(n’ t)rllv(n’ t) + Balv(X’ t)rllv(z’ t) + Bf)lv(y’ t)rllv(y, t)}

(52)

8 the probability that a cell chooses output O; as its desti-
nation. Consider a cell arriving at input [y and observe the
path it takes as it travels through the switch to reach an
output. The cell chooses output O, with probability B
which equals Pjg, P20, Pc,,- Similarly, the cell from input
0 chooses output 1 with probability 8o = Pigq Py
(1 - P3y,). Using these two equations, P, is found in
terms of By and By N

Boo
Boo+Bo1’
The other output port probabilities in the SEs can be found

in a similar manner, once the memory referencing patterns
P, s are known:

p30£y_ = (58)

B

My = (59
oy Bian + Bir+1) )
P3l£v =1- PaLg, (60)
Biai+1y
P - 3 (61
T Bian+ Bt 1) )
P3’XX=1—-P3IX}” l=0,1,273, (62)
Bio + Bal
P =P, ., = y 1= O’ 2a 63
e by Bio+ B + B +Ba ©3)
B + B
P, = , 1=0,2, 64
27 B+ B +Ba +Ba ©
Bia + Bis
P =P = > = ly 39 65
Mo TN B Bis + Bis + B 63)
Bis + Bi7
P = , =13, 66
27 B+ Bis + Big + B (66)
P - Bio + B + B + B
"2 B0+ Bi + By + Bz +BiaBia + Bis + Bis + Bir’
{=0,1,2,3, 67)
Piy = Py, (68)
P Bia + Bis + Bis + B
™ B+ Bit + By + B + Bis + Bis + Bis + B’
1=0,1,2,3. (69)
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One of the nonuniform traffic patterns to be considered in
this paper is the hot spot traffic pattern. In the hot spot traffic
pattern, there is an output port which is accessed more often
than other output ports. For example, many telephone call-
ers may contend to call a popular location; many nodes may
report synchronously some information to one node (say,
the switch control center) for administrative purposes. Such
a traffic can be characterized by a single hot-spot of a higher
access rate, superimposed on a background of uniform traf-
fic. Let & be the fraction of cells directed to the hot-spot
output O,. Then we have

not possible to simulate large switches. In the graphs
presented in this section, the dotted lines correspond to
simulation results and the solid lines represent results
obtained from the proposed analytical model.

Performance of an output buffered switch is often taken
as a benchmark for comparing the performance of different
switching architectures. Consequently, we have compared
the performance of crosspoint and output buffered switches.
For a fair and meaningful comparison, the total buffer space
in an SE has been kept the same for both the crosspoint and
output buffered switches. For example, when using a buffer

G-k _ 1=k
)\(h+(2 1) N )
26=PN(1 = AYN) + MR+ (250 2 1)((1 — h)IN))

257N = h)/IN)
26RON(1 = h)/IN)Y + AR+ (2679 = 1)((1 — hY/N))

ify—'04’

Py = (70)

if others.

Fig. 5 shows an 8 X 8 ATM switch under the hot spot
traffic pattern. The switching elements and links that carry
hot traffic are shown in bold. The average cell arrival rates
for the Ojth output are

ML+WNVN-Dh] ifj=4,
P{O;} = { o a1
AL —h) if j # 4.
As long as h > 0, we have P{O;} > A for j = 4, and
P{O;} <\ for j # 4. It implies that the hot-spot output
port (O,) is overloaded and other outputs (j # 4) are under-
loaded. Only one cell can be transmitted to an output link in
one time slot. Therefore, in order to guarantee a stable out-
put queueing, the traffic load N must be limited such that
P{0O;} = 1 for j = 4. Therefore, from Eq. (71),

1
1+(N—-Dh

=

(72)

4. Results

In this section, we present results for the performance of
an MS consisting of 2 X 2 crosspoint buffered switching
elements. The performance criteria are normalized through-
put, mean cell delay, cell loss probability, and buffer occu-
pancy. We obtain the results using simulation and the
analytical model we have developed. Results obtained
from the proposed model are compared with simulation
results, First, the analytical and simulation results are pre-
sented for small switches (64 X 64), followed by analytical
results for large switches (1024 X 1024). Because of the
excessive computing time and memory requirements, it was

space of six for an output buffer, we have used a buffer size
of three for each of the crosspoint buffers.

For a uniform traffic, the normalized throughput as a
function of the buffer size (m) is depicted in Fig. 6. It is
found that the normalized throughput is very close under the
RS and NS policies but is higher for the BS policy. For a
buffer size of 20, the normalized throughput for the RS, NS
and BS scheduling policies are 0.861, 0.858 and 0.906
respectively. For m = 2, the normalized throughput is rather
poor (approximately 0.5). As expected, if the buffer size
increases, the normalized throughput increases. However,
beyond m = 6, the normalized throughput increases only
marginally. Thus, additional buffers beyond this point can
only be justified if the performance improves further under
other traffic conditions.

The normalized throughput and mean cell delay under a
uniform traffic pattern is shown in Fig. 7 for three different

1.0
_ 08 f
E | e
£ @----0 RS, Simulation
g <----a NS, Simulation
é o ----0 BS, Simulation
0.6 o——o RS, Analysis
<+— NS, Analysis
A=10 o—o BS, Analysis
h=00

04 b s
2 4 6 8 10 12 14 16 18 20

Buffer Size, m

Fig. 6. Normalized throughput versus buffer size for N = 64 and uniform
traffic.
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Fig. 7. Normalized throughput and mean cell delay versus traffic load for # = 0.0 and N = 64.
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4---< NS, Simulation
| @----o BS, Simulation
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Fig. 8. Normalized throughput and mean cell delay versus traffic load for # = 0.01 and N = 64.

scheduling policies. It is seen that the normalized through-
put using the BS policy is higher than the other two policies
which are very close. For example, a 64 X 64 switch with a
buffer size of six has a normalized throughput of 0.751 for
the BS policy in comparison to about 0.695 for the RS
policy and 0.697 for the NS policy under a uniform traffic
pattern. Comparison of simulation and analytical results
presented in the above figures shows that the proposed
model is very accurate. Fig. 8 shows the normalized
throughput and mean cell delay versus offered traffic load

0.8 T - T — v
N=1024
m=6 &5
06t h=00
2.
£ @----0 RS, Simulation
g <---<1 NS, Simulation
E ¢----o BS, Simulation
04 | &——>o RS, Analysis
<«——a NS, Analysis
< o—— BS, Analysis

0.2

0.3 09

0.5 0.6 0.7 038
Offered Traffic Load, A

04

1.0

for a hot spot probability of 0.01. The figure shows that the
switch has a small mean cell delay up to an offered traffic
load of 0.6.

Fig. 9 compares the three scheduling schemes for a
1024 X 1024 switch under a uniform traffic load. It is
seen that our proposed model is accurate for large switch
sizes also. The normalized throughput of the BS scheme is
the highest, and the RS scheme is better than the NS scheme.
Fig. 10 plots the normalized throughput and mean cell delay
for hot spot probabilities ranging from 0 to 0.01. An

30 v
©---0 RS, Simulation A
<---<1 NS, Simulation
25 | ¢----0 BS, Simulation f
o—o RS, Analysis i
<--—a NS, Analysis
. —=¢ BS, Analysis
= 20 +
&
15
q
10 . —
0.2 04 0.6 08 1.0

Fig. 9. Normalized throughput and mean cell delay versus traffic load for ¥ = 1024 and uniform traffic.
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Fig. 10. Normalized throughput and mean cell delay versus hot spot probability for A = 0.8,
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Fig. 11. Normalized throughput and mean cell delay versus traffic load for 4 = 0.003 and N = 1024.

interesting phenomenon occurs in this figure. When the hot
spot probability is very small (4 is between 0.0 to 0.001), the
BS policy performs the best followed by the RS policy
which is better than the NS policy. The normalized through-
put for the BS policy drops sharply (as compared to the RS
and NS policies) as the hot spot probability increases. When
h reaches 0.02. the normalized throughput of the NS policy
is higher than the other two policies. It is seen that the BS
policy has the lowest normalized throughput and the highest
mean delay under a heavy hot spot traffic.

Fig. 11 compares the normalized throughput and mean
cell delay in a 1024 X 1024 switch for the three scheduling
policies under a hot spot probability of 0.003. It is seen that

the NS policy has the highest normalized throughput and the
lowest mean delay for high values of the hot spot probabil-
ity. This is because the mean cell delay is calculated as an
average of the delays encountered by cells leaving the out-
puts of the switch. To illustrate it further, Table 1 shows the
individual throughput and delay encountered by cells leav-
ing the different outputs, where O, is the hot output. Com-
paring output Oy with O, and O, it is seen that a higher
throughput corresponds to a higher cell delay. However,
comparison of the mean delay and normalized throughput
(in the last column of Table 1) for hot spot probabilities of
0.2 and 0.4 shows a higher normalized throughput corre-
sponding to a lower mean delay.

Table 1
Delay and throughput at each output
00 0| 02 03 04 05 06 07 Mean

h=02

Delay 19.7025 17.5691 13.7156 13.7156 8.0498 8.0498 8.0498 8.0498 12.1128
Throughput 0.9905 0.3445 0.3479 0.3479 0.3426 0.3426 0.3426 0.3426 0.4252
h=04

Delay 28.2823 25.6606 20.2500 20.2500 10.8862 10.8862 10.8862 10.8862 17.2485
Throughput 0.9982 0.1609 0.1593 0.1593 0.1548 0.1548 0.1548 0.1548 0.2621

Crosspoint buffering RS, N =8, m =2 and A = 1.0
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Fig. 12. Buffer occupancy versus stages number for uniform traffic and 4 = 0.005.

Fig. 12 shows buffer utilization (measured by buffer
occupancy), at every stage of the MS under uniform and
hot spot traffic patterns. The hot buffer and hot SE referred
to in the figure are defined in Section 2.2. The offered traffic
load, A, is varied from 0.5 to 1.0. The results are for a switch
size of 256 X 256 and A = 0.5, 0.8 and 1.0. Note that when A
is 0.005 (see Fig. 12), the buffer occupancy falls off at the
last stage for the hot SE and the hot buffer. This is because a
cell in the last stage can always leave the output port of the
switch. Under uniform traffic, the offered traffic load is uni-
form distributed to all the outlets. Therefore, the buffer
occupancy of the buffers in the same stage are identical,
and the occupancy decreases with increasing stage number
in the switch when A = 1. The occupancy increases when A
is 0.8 or less. For small values of A and uniform traffic, there
is no blocking inside the switch and the occupancy of the
IBC buffer is lower than the buffers in the internal stages.
When \ is large, because of cell blocking inside the switch,
the occupancy of the IBC buffer is much higher than the
internal buffers. Consequently, there is a possibility of cells
being lost at the switch inputs.

For an output buffered ATM switch (see Fig. 2), an output
buffer is shared by all the inputs resulting in a higher buffer
utilization than the crosspoint buffered switch. However,
this proportion changes in favor of the hot traffic, when

e——=e QOutput Buffering
I &——>o Crosspoint Buffering

'S ta =)

w

Buffer Occupancy

! . Normalized )

0 1 2 3 4 5 6 7
Stage Number, k

some hot spot value is introduced. Fig. 13 compares the
buffer occupancy of the crosspoint and output buffering
[20] by showing the buffer occupancy of the hot buffer,
hot SE (average) and the normalized (for a stage) at every
stage of the switch. It is seen that the hot traffic saturates the
hot buffers for an input load of as low as 0.5. Again, increas-
ing the buffer size makes little improvement on this effect.
Higher buffer utilization is an advantage of output buffered
switches as compared to switches using the crosspoint buf-
fer discipline.

In Fig. 14, the normalized throughput of crosspoint and
output buffered switches are compared for various values of
the buffer size. Normalized throughput and mean cell delay
for the crosspoint and output buffering [7] for different hot
spot probabilities are shown in Fig. 15. For the crosspoint
buffering, only the RS policy is shown. For a uniform traffic,
the results show that cross-point buffering provides compar-
able performance to output buffering at offered traffic loads
below 60%. The normalized throughput of output buffering
is approximately 10% higher than crosspoint buffering at
higher loads. For a hot spot traffic, the performance of out-
put buffering is much better than cross-point buffering.

Fig. 16 shows the effect of buffer size on the cell loss
probability for 64 X 64 and 1024 X 1024 crosspoint and
output buffered switches operating under a uniform traffic

7 — — - ~
®——=a Output Buffering
6 + o—o Crosspoint Buffering

0 1 2 3 4 5 6 7 8
Stage Number, k

Fig. 13. Comparison of buffer occupancy of crosspoint and output buffering with A = 0.5 and 0.8.
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Fig. 14. Comparison of throughput for cross-point and output buffering for
different buffer sizes.

with various offered traffic loads. For cross-point buffering,
only results obtained from the RS policy are shown. The cell
loss probability linearly decreases with increasing buffer
size m. For N = 64 and an offered load of 0.4, the cell
loss probability can be kept low (less than 10~") when the
buffer size is more than six for output buffering and 11 for
cross-point buffering. If such a low cell loss probability is
desired at an offered load of 0.7, the buffer size has to be

B. Zhou, M. Atiquzzaman/Computer Communications 20 (1997) 1146-1159

increased to 14 for output buffering and 19 for cross-point
buffering. For a switch size (V) of 1024, the cell loss prob-
ability decreases slowly at large values of the offered traffic
load but drops sharply at small values of the offered traffic
load. As can be seen, the cell loss probability for output
buffering is lower than the crosspoint buffering scheme.
With an output buffer size of 12, it is possible to have a
cell loss probability of 10~® under an offered traffic load of
0.6. On the contrary, crosspoint buffering requires 18 buf-
fers to achieve this value.

In essence, a truly accurate model must consider all the
buffers in the switch simultaneously, and this is not always
possible because of the excessive computational resource
requirements. This paper considered three stages simulta-
neously and each clock cycle has been split into three
cycles. As result of the above modeling assumptions, the
analytical results in some of the cases are slightly different
from the simulation results.

5. Conclusion

We have developed a Markov chain model to study the
performance of multistage ATM switch fabrics using finite
cross-point buffered switching elements. The model is

1.0 T 70 v e
—o h=0.0,(C) o—=o0 h=0.0,C)
—=6 h = 0.001,(C) 60 | e—=ah=0.001,C) s
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2 06 o—eh=0005.0) .40 | +— h=0.005(0) i
[ o
2 o
;g 04} 830 i
20 + 4
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Fig. 15. Comparison of normalized throughput and mean cell delay for cross-point and output buffering.
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Fig. 16. Comparison of cell loss for cross-point and output buffering.
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capable of handling uniform and hot spot traffic patterns. An
iterative technique has been used to solve the model which
provides steady state values for the normalized throughput,
mean cell delay and cell loss probability. patterns. Compar-
ison with simulation results indicates that the analytical
model is very accurate.

The most important feature of cross-point buffering is
that the switch fabric operates at the same speed as the
input-output ports, which is desirable in high-speed switch-
ing systems. The effect of varying the buffer size and switch
size has been studied for uniform and hot spot input traffic.
The performance of crosspoint and output buffering have
been compared and contrasted.

Three scheduling policies, viz. new cell selection,
blocked cell selection and random cell selection were con-
sidered for selecting a cell from the complementary buffers
to be transmitted to a given output. Among these, the policy
which schedules a blocked cell first results in the best per-
formance (higher normalized throughput and higher mean
cell delay) under a uniform traffic. The performance of the
random selection and new selection policies are similar
when the hot spot probability is small. However, the new
selection policy has the best performance followed by the
random and blocked selection schemes when the hot spot
traffic is heavy.

For a uniform traffic, cross-point buffering has a compar-
able performance to output buffering at offered loads below
60%. For a hot spot traffic, performance of the output buf-
fering is much better than the cross-point buffering. For high
offered loads, the normalized throughput of the output buf-
fering is higher than the cross-point buffering. The proposed
model can be extended to evaluate the performance of cross-
point buffered switches operating under other non-uniform
traffic patterns.
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