
atiq
Also published in International Journal of Communication Systems, vol. 15, no. 10, pp. 899-906, 2002 (See end of this document)



 

 

 

 
Low Pass Filter/ Over Drop Avoidance 

(LPF/ODA): An algorithm to improve the 
performance of RED gateways 

 
Bing Zheng and Mohammed Atiquzzaman 

 
CS-TR-01-001 
February 2001 



Low Pass Filter/Over Drop Avoidance (LPF/ODA): An algorithm

to improve the performance of RED gateways

Bing Zheng

Department of Electrical and Computer Engineering

The University of Dayton, Dayton, Ohio 45469-0226

E-mail: zhengbin@flyernet.udayton.edu

Mohammed Atiquzzaman 1

School of Computer Science

University of Oklahoma, Norman, OK 73019-6151

Email: atiq@ou.edu, Fax: (520) 962 8422

Abstract

The Low Pass Filter (LPF) model used to calculate the average queue length in the original

RED results in a poor time response, low throughput, and high delay. We proposed a new algo-

rithm, called Low Pass Filter/Over Drop Avoidance (LPF/ODA), to improve the performance

of RED gateways. Simulation results have shown that our LPF/ODA algorithm significantly

improves the time response of RED gateways, and also results in improved throughput and

delay.

Index Terms: Active Queue Management, Next Generation Routers, Random Early Detection,

Performance Enhancement.

1 Introduction

Active queue management (AQM) is expected to improve the performance of next generation

Internet by eliminating lock out phenomena, to provide fair bandwidth sharing among users, and

to provide low delay service to interactive applications. Random Early Detection (RED) [1], an

1Author to whom all correspondence should be sent

1



AQM scheme, has been recommended by IETF as the default AQM scheme for next generation

Internet gateways [2].

RED uses four parameters and one state variable to regulate its performance. The state variable

is average queue length defined as avg = (1 − w)avg + wq, where w is a weight parameter, and

q is instantaneous queue size of gateway buffer. It works as low pass filter (LPF) [1] by filtering

out transients in the instantaneous queue length. The advantages of using an average queue length

to control active packet drop are its ability to accumulate short term congestion and trace long

term congestion. However, the low pass filter characteristic of avg calculation results in slow

(time) response to changes in the long term congestion in the queue which, in turn, results in low

throughput and high delay in a RED gateway [3, 4].

The problems is due to the fact that after a long term congestion at a RED gateway, a con-

siderable amount of time is required for the avg to drop to a level where it does not drop packets

(although the instantaneous queue size could be low during this period) [3]. This results in a poor

response time [4]. Although a larger value of w can improve the response time, it will result in RED

tracking short term congestion, thereby violating the rules for AQM as required by RFC 2309 [2].

The objective of this paper is to propose a new algorithm to calculate the average queue

length which will improve the performance of RED. The Low Pass Filter/Over Drop Avoidance

(LPF/ODA) algorithm proposed here improves the response time, normalized throughput and

queuing delay of RED gateways by exponentially decreasing the average queue length following

a long term congestion. Our algorithm differs from the LPF algorithm (used in RED) in the

sense that LPF/ODA avoids unnecessary dropping of packets at the gateway following a long term

congestion.

2 Low Pass Filter/Over Drop Avoidance (LPF/ODA) Algorithm

Consider a RED queue whose instantaneous queue length is shown in Figure 1. Although the

instantaneous queue length falls rapidly at the end of the first long term congestion, the average
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Figure 1: Comparison of average queue length with LPF and LPF/ODA algorithms.

queue length (calculated using the low pass filter (LPF) algorithm [1]) falls very slowly resulting

in packets being dropped with a high probability during this period.

To have a good performance, the average queue length must be able to:

• trace long-term congestion while accommodating short-term congestion. The LPF algorithm

satisfies this criterion.

• quickly respond to end of long term congestion in order to avoid over dropping of packets.

The LPF algorithm performs poorly in this case.

To solve the above limitation of the LPF algorithm, we propose the Low Pass Filter/Over Drop

Avoidance (LPF/ODA) to calculate the average queue length as follows:
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Step 1: During long term congestion, calculate the average queue length using the LPF

algorithm. During this period, the RED queue with LPF/ODA is in the active drop phase

because it randomly drops incoming packets

Step 2: At the end of long term congestion (indicated by the instantaneous queue being

at a ”low level” for a considerable period of time and the average queue length is higher

than minth), halve the value of the average queue length to avoid over dropping incoming

packets. During this period, the RED queue with LPF/ODA is at over drop avoidance

(ODA) phase, and our algorithm results in an exponential reduction of the average queue

size. (Note that, on the contrary, the LPF algorithm will maintain a high value of the

average queue length and unnecessarily drop incoming packets).

Step 3: When the average queue length is below minth (because of the halve operation)

after a long term congestion, calculate the average queue length using the LPF algorithm.

By using our proposed algorithm, RED queue alternates between the active drop and over drop

avoidance phases. During the active drop phase (i.e. when the RED queue is experiencing long term

congestion), the LPF model enables RED to track long-term congestion while accommodating short

term congestion; active packet drop is performed depending on the value of the average queue length.

During the over drop avoidance (ODA) phase (i.e. at the end of long term congestion), halving

the average queue size avoids unnecessary dropping of packets by enabling RED to quickly catch

up with the change in congestion. The LPF/ODA algorithm therefore maintains the advantages of

average queue length calculation using the LPF algorithm (as defined in [1]) while at the same time

overcomes limitation (poor response time) of the LPF algorithm. Because of fewer packet drops

with the LPF/ODA algorithm, it also improves the throughput and delay of RED.
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Figure 2: Simulation configuration.

3 Simulation Results

To test the effectiveness of the LPF/ODA algorithm, simulation of RED queue was carried out

with OPNET 5.1D. The simulation topology (similar to that in [1, 3]) is shown in Figure 2. As

in [5], the RED configuration parameters were: minth=5 packets, maxth = 20 packets, pmax=0.1,

and w = 0.07. The link rates from the three servers to the gateway were 100Mbps each, with

propagation delays of 1ms, 5ms, and 3ms respectively. The bottleneck link (from gateway to

client) was 10Mbps with a propagation delay of 5ms. In our simulation, the instantaneous queue

length was considered as low level if its value was lower than five packets. Detection of low level

for three continuous packet arrivals was taken as end of long term congestion.

Figure 3 shows the normalized throughput versus simulation time for the LPF and LPF/ODA

algorithms. It is seen that the throughput of the LPF and LPF/ODA algorithms are the same

until simulation time 140 seconds. This can be explained by the fact that the gateway experiences

similar congestion scenario for both the algorithms, i.e. they are both at the active drop phase.

As seen in Figure 4, the instantaneous queue size starts falling at simulation time of 140 secs

indicating the end of long term congestion. The instantaneous queue level falls back to low level

(around five packets) when the LPF/ODA algorithm triggers the over drop avoidance phase. The
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Figure 3: Comparison of normalized throughput for LPF/ODA and LPF algorithms.

packet drop goes down right after the gateway queue reaches the low level as seen in Figure 6. As a

result, as shown in Figures 3 and 5, the throughput starts increasing and the queuing delay starts

decreasing at simulation time of 140 seconds.

When the LPF algorithm is used at the RED gateway, the packet drop probability stays high

(due to active packet drops) even after end of congestion at 140 seconds as shown in Figure 6. As

a result, the throughput (see Figure 3), is low for a longer period of time than when LPF/ODA is

used.

It is seen in Figure 6 that the LPF algorithm requires about 10 secs more to achieve the

same packet drop as the LPF/ODA algorithm after the end of congestion. This results in the

LPF algorithm requiring about 10 secs more (throughput for LPF algorithm starts increasing at

simulation time of 150 seconds as compared to 140 secs for the LPF/ODA algorithm) to reach the

same throughput as when LPF/ODA is used.

A second long term congestion happens between 180 seconds and 250 seconds (see Figure 4).

In this case also, the throughput, packet drop probability and queueing delay after the end of

congestion are found to be better for the LPF/ODA algorithm as compared to when LPF is used.
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Figure 4: Comparison of instantaneous gateway queue size for LPF/ODA and LPF algorithms.

Figure 5: Comparison of queuing delay for LPF/ODA and LPF algorithms.
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Figure 6: Comparison of packet drop for LPF/ODA and LPF algorithms.

4 Conclusion

We have proposed the Low Pass Filter/Over Drop Avoidance (LPF/ODA) algorithm to calculate

the average queue length of a RED gateway. With the proposed LPF/ODA algorithm, a RED

gateway alternates between two phases: active drop phase and over drop avoidance phase. The

active drop phase enables a RED gateway to trace long term congestion while filtering out short

term congestion. Over drop avoidance phase enables the gateway to promptly react when it leaves

the congestion state. LPF/ODA therefore results in quick response to a change in the long term

congestion as compared to the response time of a conventional RED. Results have shown that

LPF/ODA improves the throughput, delay and time response of a RED gateway.
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SUMMARY

The low pass filter (LPF) algorithm, which is used to calculate the average queue length in the random
early detection (RED) algorithm, results in a poor response time when RED recovers from congestion. In
this paper, we propose a new algorithm, called low pass filter/over drop avoidance (LPF/ODA), to improve
the response time of RED. LPF/ODA is based on reducing the time required by RED to recover from
long-term congestion. Simulation results have been used to show that the proposed LPF/ODA algorithm
significantly improves the response time, throughput and delay of RED gateways. Copyright # 2002 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

Random early detection (RED) [1], an active queue management (AQM) scheme, has been
recommended by IETF for next generation Internet gateways. RED was originally designed to
solve the lock-out and full queue problem associated with tail drop queues, with less attention to
the response time. However, today’s Internet is characterized by short-term traffic (such as http)
which requires short response times from AQM schemes.

RED uses four parameters and one state variable to regulate its performance. The state
variable is the average queue length which is defined as avg ¼ ð1� wÞavgþ wq; where w is a
weight parameter with a value much less than 1, and q is the instantaneous queue size of the
gateway buffer. It works as a low pass filter (LPF) [1] by filtering out transients in the
instantaneous queue length. However, the LPF characteristic of calculating avg results in poor

response to changes in long-term congestion, and limits the benefits of RED for interactive
applications (such as http) which require short response times [2, 3].
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The slow response time of RED is due to the fact that after long-term congestion at an RED
gateway, a considerable amount of time is required for avg to drop to a level where it does not
unnecessarily drop packets when the instantaneous queue size is low [2]. Although a large value
of w can improve the response time, it will adversely affect the performance of RED by tracking
short-term congestion (which also violates the AQM requirements [4]). The objective of this

paper is to redefine the LPF algorithm of RED with a view to increasing the response time of RED,
but without violating the rules of AQM.

In this paper, we propose the low pass filter/over drop avoidance (LPF/ODA) algorithm to
calculate the average queue size in RED. We have shown that LPF/ODA maintains the
advantages of RED in tracking long-term congestion, while improving the response time by
reducing the number of packets dropped at the end of long-term congestion. The main
contribution of this paper is a new algorithm to reduce the response time of RED gateways.

The rest of the paper is organized as follows. The proposed algorithm is described in Section
2, followed by simulation results in Section 3 which compare the performance of LPF/ODA and
LPF. Concluding remarks are presented in Section 4.

2. LOW PASS FILTER/OVER DROP AVOIDANCE (LPF/ODA) ALGORITHM

It has been observed that RED gateways alternate between long-term congestion and
congestion-free periods [5]. Consider an RED gateway whose instantaneous queue length is
shown in Figure 1, where we can see a congestion-free period between two long-term congestion
periods. Although the instantaneous queue length falls rapidly at the end of the first long-term
congestion period, the average queue length using LPF [1] falls very slowly. This will cause packets
to be unnecessarily dropped with a high probability even during the congestion free period, resulting
in slow recovery of the throughput and poor response time. We state below the requirements of
the original RED algorithm, along with how well the LPF algorithm satisfies the requirements:

* Trace long-term congestion while accommodating short-term congestion: The LPF
algorithm satisfies this criterion.

* Quickly respond to the end of long-term congestion in order to avoid dropping of excessive
packets: The LPF algorithm of original RED does not satisfy this requirement very well.

Figure 1. Comparison of average queue length with LPF and LPF/ODA algorithms.
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Our proposed LPF/ODA algorithm solves the above limitation of the LPF algorithm in
calculating the average queue length. LPF/ODA alternates between two phases: active drop and
over drop avoidance. The LPF/ODA algorithm to calculate avg is given below.

Step 1: During long-term congestion, calculate the average queue length using the LPF
algorithm. During this period, the RED queue is in the active drop phase because it randomly
drops incoming packets.

Step 2: At the end of long-term congestion (indicated by the instantaneous queue being at a
‘low level’ for a considerable period of time and the average queue length is higher than RED’s
minimum threshold minth) [1], halve the value of the average queue length to avoid over
dropping incoming packets. During this period, the RED queue with LPF/ODA is at ODA
phase, resulting in an exponential reduction of the average queue size. (Note that the LPF
algorithm maintains a high value of the average queue length and unnecessarily drops incoming
packets.)

Step 3: When the average queue length drops below minth (because of ODA phase in step 2)
after a long-term congestion, calculate the average queue length using the LPF algorithm.

From above description, during long-term congestion, the average queue length is calculated
by avg ¼ ð1� wÞavgþ wq in LPF/ODA; if long-term congestion is gone and the avg is greater
than minth; then the avg will be halved; if long-term congestion is gone and the avg is smaller
than minth; then the avg is still calculated by avg ¼ ð1� wÞavgþ wq: The pseudocode of the
LPF/ODA is given in Figure 2.

As shown in Figure 2, the congestion detection in LPF/ODA is similar to the regular LPF in
the presence of long-term congestion. Therefore, it will not introduce any difficulty when TCP
connections are slow starting with very high congestion windows. From the pseudocode, it is
seen that if the queue is in long-term congestion during the slow-start period, it will still be
traced as in regular LPF. If the queue is not in long-term congestion, it is not necessary to trace
the burst level congestion.

The LPF/ODA algorithm results in the RED queue alternating between the active drop and
over drop avoidance phases. During the active drop phase (i.e. when the RED queue is
experiencing long-term congestion), the LPF model tracks long-term congestion while
accommodating short-term congestion; active packet drop is performed depending on the
value of the average queue length. During the ODA phase (i.e. at the end of long-term

Figure 2. Pseudocode for LPF/ODA algorithms.
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congestion), halving the average queue size to quickly catch up with the end of long-term
congestion avoids unnecessary dropping of packets. The performance of the LPF/ODA

algorithm is therefore, similar to that of the LPF algorithm during ‘congestion periods’ (as required
by IETF), while having faster response time than LPF during ‘congestion-free periods’. The LPF/
ODA algorithm retains the advantages of RED by using the LPF algorithm, while at the same
time overcomes the limitation (poor response time) of the LPF algorithm. Because of fewer
packet drops, the LPF/ODA algorithm also improves the throughput and delay of RED.

3. SIMULATION RESULTS

To compare the performance of LPF and LPF/ODA, simulations were carried out with OPNET
5.1D. OPNET is a widely used industry-standard simulation platform. The simulation topology
(as in References [1, 2]) is shown in Figure 3, and the RED configuration parameters were [6]:
minth ¼ 5 packets, maxth ¼ 20 packets, pmax ¼ 0:1 and w ¼ 0:07: w was set to 0.07 to ensure
that the router queue is under active queue management. Since w will decide how the average
queue length follows the traffic congestion, if w is too small, the average queue length will be far
behind the congestion, resulting in active queue management being ineffective. Poisson traffic
was used in simulation. The links connecting the three servers to the gateway were 100 Mbps
each, with propagation delays of 1, 5 and 3 ms; respectively. To ensure a fair comparison, the
values of propagation delays were set to the same value as in Reference [1]. The bottleneck link
(from gateway to client) was 10 Mbps with a propagation delay of 5 ms:

In our simulation, the instantaneous queue length of less than five packets was considered as
low level. Detection of low level for three consecutive packet arrivals was taken as the end of

long-term congestion. Response time is defined as the time required by the gateway to react to the
end of long-term congestion. It is measured by the time from the end of long-term congestion to
the start of the gateway recovering its throughput.

We compare the performance of LPF and LPF/ODA in Figures 4–7 using normalized

throughput, instantaneous queue size, queuing delay and packet drops as the performance measure.
We focus on the simulation time in the time interval 133–166 s which represents a congestion-
free period between two periods (0–133 and 166–300 s) of long-term congestion.

Figure 3. Simulation configuration.
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Figure 4. Comparison of normalized throughput of the LPF/ODA and LPF algorithms.

Figure 5. Comparison of instantaneous queue size of LPF/ODA and LPF algorithms.
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Figures 4 and 5 show the normalized throughput and instantaneous queue size, respectively,
for the LPF and LPF/ODA algorithms. It is seen that the throughput of both the algorithms are
same until 133 s: This is due to the fact that the gateway goes through the active drop phase for
both the algorithms. The instantaneous queue size starts falling at time 133 s indicating the end
of the first long-term congestion. The LPF/ODA algorithm triggers the over drop avoidance
phase as soon as the instantaneous queue level drops to low level (around five packets). The
packet drop decreases when the instantaneous queue size reaches the low level as seen in Figure 7.

Figure 6. Comparison of queuing delay of LPF/ODA and LPF algorithms.

Figure 7. Comparison of packet drop for LPF/ODA and LPF algorithms. Note that LPF requires 13 s
more to reduce its packet drop to the same value as LPF/ODA.
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As a result, as shown in Figures 4 and 6, the throughput starts increasing and the queuing delay
starts decreasing at 136 s: The response time of the LPF/ODA algorithm is therefore
approximately 136� 133 ¼ 3 s:

When the LPF algorithm is used at the RED gateway, the packet drop is high (due to active
packet drop) even after the end of the first long-term congestion at 133 s: As a result, the
throughput is low until 146 s; resulting in the response time of LPF to be 146� 133 ¼ 13 s:
LPF, therefore, requires about 13� 3 ¼ 10 s longer for the throughput to reach the same value as

LPF/ODA. At the end of long-term congestion, LPF/ODA algorithm responds 13
3
¼ 4:3 times

faster than the LPF algorithm.

During the congestion-free period (133–166 s), LPF/ODA always has a much higher
throughput than LPF. For example, at 150 s; the throughput of LPF/ODA is 0.1125 which is
80% higher than the value of 0.0625 for LPF. At time 166 s; where the congestion-free period
ends and the second long-term congestion period starts, LPF/ODA has a throughput 0.15 which
is 25% higher than the value of 0.12 for LPF.

A second long-term congestion occurs between 166 and 250 s: During this period, as
expected, LPF/ODA switches to the active drop phase, and exhibits similar performance as that
of LPF.

From the above discussion, besides tracking long-term congestion with active packets drops,
compared with regular LPF algorithm, it is seen that our proposed LPF/ODA algorithm

possesses a distinct advantages to quickly reacts to the end of long-term congestion thereby
avoiding unnecessary packet drops. As a result, our LPF/ODA algorithm significantly improves

the response time of RED gateways at the end of long-term congestion. Considering the large
amount of traffic in today’s Internet, this improvement at RED gateways could result in
noticeable improvement in the performance of next generation Internet applications.

4. CONCLUSIONS

We have proposed the LPF/ODA algorithm to calculate the average queue length of an RED
gateway. In the proposed LPF/ODA algorithm, an RED gateway alternates between two
phases: active drop phase and over drop avoidance phase. The active drop phase enables an
RED gateway to trace long-term congestion while filtering out short-term congestion. The over
drop avoidance phase allows the gateway to react promptly when it leaves the active drop. LPF/
ODA therefore responds faster to a change in the long-term congestion as compared to the response

time of a conventional RED. Results have shown that LPF/ODA significantly improves the

response time of RED gateways, resulting in an improvement in throughput and delay.
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