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Abstract—A new distributed algorithm is presented that can be used to solve the single-destination shortest path (SDSP) problem or the all-pairs shortest path (APSP) problem for a class of clustered data networks. The network graph is assumed to be characterized with a balanced hierarchically clustered (BHC) topology. The BHC topology is introduced in this paper and is shown to be a realistic characterization for a large class of interconnected data networks. For certain types of BHC topologies, the SDSP problem can be solved with computation and communication time complexities of $O(\log n)$, assuming one processor is available at each of the $n$ number of nodes. Assuming $p$ processors are available at each node, computation and communication time complexities of $O((n/p) \log n)$ and $O(n \log n)$ are achievable, respectively, for solving the APSP problem. It is also shown that the algorithm converges in an asynchronous environment. Therefore, some of the difficulties associated with synchronizing the order of events can be avoided in the actual implementation of the proposed algorithm.
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I. INTRODUCTION AND BACKGROUND

Solving shortest path problems is the backbone, and in many cases the computational bottleneck, for a large class of congestion control algorithms. In particular, routing algorithms typically rely on shortest path information to determine efficient routes on which to send packets through a data network [4].

For the purposes of this paper, a data network will be modeled as a connected and directed graph where each link is assigned a nonnegative length—the length of a link is typically a measure of the congestion level associated with the link. The shortest path problem involves finding a path of minimum total length that joins two given nodes of a network. We will address two classes of shortest path problems: 1) the single-destination shortest path (SDSP) problem, in which the objective is to find shortest paths from every node to a single destination node and 2) the all-pairs shortest path (APSP) problem, where the goal is to find shortest paths between all pairs of nodes. Because the APSP problem involves solving $n$ versions of the SDSP problem (in parallel), we will focus our attention primarily on the SDSP problem.

The shortest path problem has been studied extensively in the past. Dijkstra’s algorithm [6] and the Bellman–Ford algorithm [7] are two classical algorithms for solving shortest path problems. Most of the other algorithms in the literature are variations of either the Dijkstra or Bellman–Ford algorithm [11]. The computation time complexity for the serial version of Dijkstra’s algorithm to solve the SDSP problem for an $n$-node graph is $O(n^2)$. The corresponding complexity for the serial Bellman-Ford algorithm is $O(n^3)$.

The Dijkstra-type algorithms tend to be inherently serial and are not, therefore, easily implementable as distributed algorithms in large data networks. We note that a parallel version of Moore’s algorithm, which is a variant of Dijkstra’s algorithm, was proposed and tested by Deo, Pang, and Lord [5]. However, this algorithm was designed to operate on a tightly coupled multiprocessor network. The tightly coupled assumption is obviously not valid in large data networks which span vast amounts of geographic area. Thus, a distributed version of this type of parallel algorithm is not an obvious extension.

The Bellman–Ford-type algorithms, on the other hand, can be implemented in a distributed data network. For instance, the original ARPANET routing algorithm [9] is based on a distributed version of the Bellman–Ford algorithm. Assuming one processor is available at each node in a general $n$-node network, it can be shown that the distributed Bellman–Ford algorithm can solve the SDSP problem with computation and communication time complexities of $O(d n)$ and $O(n)$, respectively, where $d$ denotes the maximum node degree. By assuming $p \leq n$ processors are available at each node, the APSP problem is solved with computation and communication complexities of $O((d/p)n^2)$ and $O(n^2)$, respectively. The distributed Bellman–Ford algorithm is apparently the fastest known distributed algorithm for solving the SDSP and APSP problems for general network topologies.

One interesting fact associated with seemingly all of the classical shortest path algorithms is that the assumed network topology is general. A logical question arises concerning the existence of even faster algorithms designed specifically for networks which possess certain structures in their topology. In the following section we define a class of hierarchical

1The degree of a node is defined as the number of incident links at that node.
topologies, called the balanced hierarchically clustered (BHC) topology, for which we later develop a new algorithm that can be used to solve both the SDSAP and ASAP problems. The BHC topology is based on the idea of hierarchically clustering large data networks according to a complete balanced-tree.\footnote{The concept of a balanced-tree itself was introduced originally in [17] and [18].}

Assuming one processor per node, computation and communication time complexities of $O(\log n)$ are achievable when solving the SDSAP problem. For the case of solving the ASAP problem, the computation and communication complexities become $O((n/p)\log n)$ and $O(n \log n)$, assuming $p \leq n$ processors are available at each node.

At this point we briefly comment on the asymptotic notation used to describe complexities in this paper. By way of illustration, let $T(n)$ denote a generic time complexity and let $f(n)$ be a positive monotone non-decreasing function. The equation $T(n) = O(f(n))$ implies the existence of constants $\delta > 0$ and $n_0$ for which the equation $T(n) \leq \delta f(n)$ is satisfied for all $n \geq n_0$. The notation $T(n) = \Theta(f(n))$ means that there exists constants $\kappa > 0$ and $n_0$ such that $T(n) \geq \kappa f(n)$ for all $n \geq n_0$. Finally, if $T(n) = O(f(n))$ and $T(n) = \Theta(f(n))$, then we write $T(n) = \Theta(f(n))$.

Now, suppose we have two competing algorithms $A_1$ and $A_2$ with time complexities $T_{\text{1}}(n) = O(f_1(n))$ and $T_{\text{2}}(n) = O(f_2(n))$, respectively. Based on the definition of the $\Theta(\cdot)$ operator, we note that assuming $f_1(n) \leq f_2(n)$ for all $n \geq 1$ does not necessarily imply $T_{\text{1}}(n) \leq T_{\text{2}}(n)$ for all $n$. However, if we have that $T_{\text{1}}(n) = \Theta(f_1(n))$ and $T_{\text{2}}(n) = \Theta(f_2(n))$, then $f_1(n) \leq f_2(n)$ does imply that $T_{\text{1}}(n) \leq T_{\text{2}}(n)$ for sufficiently large $n$.

In order to show superiority of our new algorithm over the standard Bellman–Ford algorithm, we show that for a large subclass of BHC topologies the $O(\cdot)$ operator can be replaced with $\Theta(\cdot)$ for the Bellman–Ford time complexities mentioned earlier. So, we show that the time complexities of our new algorithm are in fact generically better than those associated with the standard Bellman–Ford algorithm.

In order to illustrate the spirit of our new algorithm, consider the problem of solving a SDSAP problem for the simple 2-level hierarchically clustered topology shown in Fig. 1. By blindly employing the distributed Bellman–Ford algorithm, the problem can be solved with a computational time complexity of $O(dn)$, where $d$ denotes the maximum degree, and $n$ is the total number of nodes in the network. Now, if we assume that each cluster contains $O(n/b)$ nodes, and no more than $\tilde{g}$ gates, i.e., the nodes connecting each cluster to the rest of the network, then our proposed algorithm operates as follows. First, shortest path subproblems are solved—in parallel at each cluster—from the nodes within each cluster to each of their associated gates; then the solutions from all the clusters are merged together to obtain the complete solution for the entire network. The parallel solving of the cluster subproblems requires at most $O((d\tilde{g}/b)n)$ time, while the merging takes no more than $O([g(b + 1)]$ time. So, the overall time complexity of our new algorithm is $O((d\tilde{g}/b)n + [g(b + 1)])$. Now, if we assume that $b, \tilde{g}$, and $d$ are all independent of $n$, which is often a reasonable assumption, then we note that both the distributed Bellman–Ford algorithm and our new algorithm have computational time complexities of $O(n)$. However, if $\tilde{g}/b < 1$ is small enough, then the actual amount of time required for our algorithm is less than that associated with the standard Bellman–Ford algorithm. The savings in computation time for this simple 2-level example is in the order of $b/\tilde{g}$ folds.

This basic idea is applied recursively to general multilevel hierarchically clustered networks to achieve a time complexity of $O(\tilde{g}^2 \log n)$, see Section III. Thus, if the value of $\tilde{g}$ is independent of the size of the network, then we see that a time complexity of $O(\log n)$ is achievable. Actually, even if the value of $\tilde{g}$ increases with a sufficiently slow function of $n$, then the new algorithm can still out-perform the standard Bellman–Ford algorithm.

The remainder of the paper is organized as follows. In Section II we define the BHC topology and point out that many large network topologies belong to this class. In Section III we develop the proposed distributed algorithm, which is designed specifically for data networks possessing a BHC topology. In Section IV we show that in general, the assumption of a BHC topology alone does not improve the time complexities associated with the standard distributed Bellman–Ford algorithm. Section V gives a modification for our new algorithm and proves that the modified version will converge asynchronously.
A. Defining The BHC Topology

The organizational structure of the BHC topology can be characterized conceptually with a balanced-tree [1] hierarchy. Thus, to assist us in describing the BHC topology, we first give a definition for a generalized \((b, b)\) balanced-tree.

**Definition 2.1.** A \((b, b)\) balanced-tree is defined as a complete tree* in which the number of children for each parent is lower bounded by \(b\) and upper bounded by \(b\), where \(b\) and \(b\) are independent of \(n\), i.e., the total number leaves on the tree, and \(b \geq 2\).

The nodes of a BHC topology can be hierarchically clustered according to a \((b, b)\) balanced-tree in which each leaf on the tree represents a node, each parent on the tree represents a cluster which contains a group of connected children, where the children may represent either clusters or nodes.

The BHC topology characterizes networks that are formed by recursively interconnecting existing smaller networks. Fig. 2(a) shows an example of a network that is clustered as a three-level BHC topology. The clusters have been circled for clarity. In Fig. 2(b), the hierarchically clustered nature of the network is conceptualized with an associated complete balanced-tree.

In a general \(k\)-level BHC topology, the clusters that have \((j - 1)\)-level clusters as members (i.e., the children) are referred to as \(j\)-level clusters, for each \(j \in \{1, 2, \ldots, k\}\). The actual network nodes are therefore defined as \(0\)-level clusters. So in a \(k\)-level BHC topology the total number of nodes in the network \(n\) is bounded below by \((b)^k\) and above by \((b)^k\), thus we have that \(k \leq \log_b n\). Note that each \(j\)-level cluster (contained in a given \(k\)-level BHC topology) is itself a \(j\)-level BHC topology, for all \(j \in \{1, 2, \ldots, k\}\).

In terms of the above terminology, a \(k\)-level BHC topology can be created by interconnecting an \(O(1)\) collection of distinct \((k - 1)\)-level BHC topologies so as to create a connected graph. By recursively applying this rule, a \(k\)-level BHC topology can be constructed for any integer \(k \geq 1\).

Next we introduce precise notation for characterizing the member nodes of a generic \(j\)-level BHC topology.

**Definition 2.2.** Given a collection of \(j\)-level BHC topologies, let \(N_i^j\) denote the node set of the \(i\)th \(j\)-level BHC topology.

A key concept in establishing the complexity result of the new algorithm is based on the fact that all inter-cluster traffic must pass through gates. Next, we define the notion of gate sets and gates for a BHC topology.

**Definition 2.3.** The \(i\)th \(j\)-level gate set, denoted \(G_i^j\), is defined as the subset of nodes taken from \(N_i^j\) which are directly connected to nodes in some other \(j\)-level node set \(N_p^j\), where \(N_i^j\) and \(N_p^j\) belong to a common \((j + 1)\)-level node set, and \(p \neq i\). The elements of \(G_i^j\) are called \(j\)-level gates.

In order to clearly illustrate the definitions of node sets, gate sets, and gates; consider the example three-level BHC topology given in Fig. 3. The node sets for this example are: \(N_1^1 = \{1, \ldots, 7\}\), \(N_2^1 = \{8, \ldots, 13\}\), \(N_3^1 = \{14, \ldots, 17\}\), \(N_4^1 = \{18, \ldots, 24\}\), \(N_5^1 = \{25, \ldots, 33\}\), \(N_6^1 = \{34, \ldots, 41\}\), \(N_7^1 = \{42, \ldots, 47\}\), \(N_8^2 = N_1^2 \cup N_2^2\), \(N_9^2 = N_3^2 \cup N_4^2\), \(N_{10}^2 = N_5^2 \cup N_6^2\), \(N_7^2 = N_3^2 \cup N_4^2\) and \(N_{12}^2 = N_5^2 \cup N_6^2\). The gate sets are given by: \(G_1^1 = \{2, 3, 7\}\), \(G_2^1 = \{8, 12, 13\}\), \(G_3^1 = \{16, 17\}\), \(G_4^1 = \{18, 23\}\), \(G_5^1 = \{27, 31, 32, 33\}\), \(G_6^1 = \{34, 35\}\), \(G_7^1 = \{42, 44\}\), \(G_8^1 = \{7, 13\}\), \(G_9^2 = \{16, 23\}\), \(G_{10}^2 = \{27, 34, 44\}\).

We now introduce more definitions that further parameterize the BHC topology. The next two definitions are counts for the number of children and grandchildren belonging to a given cluster.

**Definition 2.4.** Given a collection of \(j\)-level BHC topolo-
ologies, let \( b_j \) denote the number of \( (j - 1) \)-level BHC topologies contained in the \( j \)th \( j \)-level BHC topology.

**Definition 2.5:** Let \( b_j \) denote the total number of \( (j - 1) \)-level BHC topologies contained in a given \( k \)-level BHC topology. So, by the previous definition, \[ b_j = \sum_{i=1}^{b_{j+1}} b_i^j, \quad \text{for all } j \in \{1, \ldots, k\} \]

where \( b_{k+1} = 1 \)

and \( b_1 \) equals \( n \) (the total number of nodes in the network).

Next, we define sets which index the set of the \( (j - 1) \)-level clusters that belong to a common parent \( j \)-level cluster.

**Definition 2.6:** Let \( M^j_q \) denote the \( q \)th \( j \)-level cluster member set, which is defined to be the index set which satisfies

\[ N^j_q = \bigcup_{i \in M^j_q} N^j_{i-1}, \quad \text{for all } j \in \{1, \ldots, k\}, \quad q \in \{1, \ldots, b_{j+1}\} \]

where \( N^0_i = \{i\}, \text{ for all } i \in \{1, \ldots, b_1\} \).

The next parameter denotes the maximum number of gates contained in any single gate set. As we shall see later, the time complexity of our algorithm depends directly on the value of this important parameter.

**Definition 2.7:** For a given \( k \)-level BHC topology, let \( \bar{g} \) denote the maximum number of elements contained in all sets \( G^j_i \). That is, \( \bar{g} \) is the integer which satisfies the following:

\[ \bar{g} = \max\{|G^j_i|\}, \quad \text{for all } j \in \{1, \ldots, k-1\}, \quad i \in \{1, \ldots, b_{j+1}\} \]

where \( |G^j_i| \) denotes the number of elements in \( G^j_i \). (Note that it is necessary to have \( \bar{g} \geq 1 \) in order for a BHC topology to be connected.)

To illustrate Definitions 2.4 through 2.7, we again refer to the three-level BHC topology depicted in Fig. 3. (The node and gate sets were given previously.) By Definition 2.4, we have the following values: \( b_1^1 = 7, b_2^1 = 6, b_3^1 = 4, b_4^1 = 7, b_5^1 = 9, b_6^1 = 8, b_7^1 = 6, b_8^1 = 2, b_9^1 = 2, b_3^2 = 3, \) and \( b_4^2 = 3 \). From Definition 2.5 we have: \( b_1 = 47, b_2 = 7, b_3 = 3, \) and \( b_4 = 1 \).

From Definition 2.6, we get the following cluster member sets:

\( M^1_1 = N^1_1, \) for all \( i \in \{1, \ldots, 7\}, \) \( M^2_1 = \{1, 2\}, \) \( M^2_2 = \{3, 4\}, \)
it is clear that the minimum hop distance from a j-level gate to a parent (j + 1)-level gate is bounded by \( \bar{g} \). Using these bounds recursively, we can therefore bound the \( MHD(u, v) \) as follows:

\[
MHD(u, v) \leq \bar{b} + \bar{g} + \cdots + \bar{g} + \bar{b} \leq 2\bar{g}k + (\bar{b}^k) \leq 2\bar{b}k \log_b(n) \quad (since \bar{g} \geq 1)
\]

\[
= 2\bar{b}k \log_b(n) \quad (since \bar{b}^k \leq n)
\]

\[
= O(\bar{g} \log n) \quad (since \bar{b} \text{ and } \bar{b} \text{ are independent of } n).
\]

Now for \( LCL(u', v') = m < k \), we have

\[
MHD(u', v') \leq \bar{b} + \bar{g} + \cdots + \bar{g} + \bar{b} \leq m \bar{b} + m \bar{g} + m \bar{b} \leq m \bar{b} \log_b(n),
\]

which is less than the bound for \( MHD(u, v) \). Q.E.D.

Note from the above theorem that if we can assume \( \bar{g} = O(1) \), then the diameter of the BHC topology becomes \( O(\log n) \).

C. Characterizing Realistic Data Networks as BHC Topologies

We now turn our attention toward justifying the assumption that many existing data networks can be characterized as having a BHC topology. Perhaps the most straightforward way to show that a given graph has a BHC topology is to exhaustively check many different node set descriptions until one is found that satisfies the definition of a BHC topology. However, such an approach is attempting to solve an NP-complete problem [17]; therefore, heuristic clustering algorithms are a viable alternative. We should stress that a heuristic multilevel clustering procedure does not have to be "completed" in order to reap the benefit of the proposed shortest path algorithm. For instance, even if such an algorithm stops with a 2-level clustering, the speedup can be substantial, as shown by the example provided in the introductory section.

In many cases the natural hierarchically clustered structure of a large data network is obvious by simply looking at a logical layout of the network graph. The basic premise that large data networks exhibit some sort of hierarchical structure has been confirmed by other researchers. For example, in [8] a method is introduced for interconnecting existing networks, via gateways, to form larger networks. Thus, nodes belonging to a geographical area or a particular existing subnetwork form natural clusters. The concept of area routing is also discussed, whereby routing within an area is managed separately from routing between areas. (We utilize this same basic idea in the development of the proposed shortest path algorithm presented in the next section.) Also, in [2], the use of multilevel gateways is shown to be effective for interconnecting similar (or dissimilar) networks. In [10], several approaches to interconnecting local networks to long-distance networks, are discussed. Overall, the network descriptions assumed or developed in [2], [8], and [10] have obvious hierarchical
structures which coincide with the structure of the BHC topology.

In certain (existing) networks, the addition and/or deletion of a few links may result in a network that has a BHC topology. To illustrate this point, consider the network shown in Fig. 4(a), which depicts a simple “linear” network. Define the 1-level node and gate sets for this network as follows: \( N_1^1 = \{1, 2, 3, 4\}, \ N_2^1 = \{5, 6, 7, 8\}, \ N_3^1 = \{9, 10, 11, 12\}, \ N_4^1 = \{13, 14, 15, 16\}, \ N_5^1 = \{17, 18, 19, 20\}, \ N_6^1 = \{21, 22, 23, 24\}, \ N_7^1 = \{25, 26, 27, 28\}, \ N_8^1 = \{29, 30, 31, 32\}, \ G_1^1 = \{4\}, \ G_2^1 = \{5\}, \ G_3^1 = \{12\}, \ G_4^1 = \{13\}, \ G_5^1 = \{20\}, \ G_6^1 = \{21\}, \ G_7^1 = \{28\}, \ G_8^1 = \{29\}. \) The 2-level sets are then given by \( N_1^2 = N_1^1 \cup N_2^1, N_2^2 = N_3^1 \cup N_4^1, N_3^2 = N_5^1 \cup N_6^1, N_4^2 = N_7^1 \cup N_8^1, G_1^2 = \{8\}, G_2^2 = \{9, 16\}, G_3^2 = \{16\}, G_4^2 = \{25\}. \) Finally, we have \( N_1^3 = \cup_{i=1}^{4} N_i^2 \). In Fig. 4(b) the clusters of the linear network are circled to emphasize its “hierarchical structure” described above. It is easy to verify that condition C2 of the previously stated gate set conditions is not satisfied for the clustering of the linear network. In Fig. 4(c), we show that by adding some links to the linear network, a new network is formed in which the gate set conditions are satisfied. For this modified network, we assume the same node sets as used for the original linear network. The new gate sets for the network of Fig. 4(c) become: \( G_1^3 = \{1, 4\}, G_2^3 = \{5, 8\}, G_3^3 = \{9, 12\}, G_4^3 = \{13, 16\}, G_5^3 = \{17, 20\}, G_6^3 = \{21, 24\}, G_7^3 = \{25, 28\}, G_8^3 = \{29, 32\}, G_9^3 = \{8\}, G_{10}^3 = \{9, 16\}, G_{11}^3 = \{16\}, G_{12}^3 = \{25\}. \) By using the above gate set description, it is easy to verify that both gate set conditions C1 and C2 are satisfied.

It should be noted that there are actually many valid choices for the node and gate sets of the network shown in Fig. 4(a). For example, by using the same \( N_i^j \)'s and \( G_i^j \)'s as defined for Fig. 4(b), we could consider the entire network to be only a 2-level BHC topology, where we define \( N_1^2 = \cup_{i=1}^{4} N_i^1 \). This clearly implies that, in general, a given network may have many different possible BHC topology descriptions.

The clustering problem has been studied extensively in the area of VLSI layout. The classic results in divide and conquer layout algorithms are due independently to Valiant [19], Leiserson [20], and Floyd and Ullman [21]. A nice overview of this material is found in Ullman [22, pp. 91–92]. The classical divide and conquer layout algorithms for VLSI are based on the concept of graph separators. Roughly speaking, an \( n \)-node graph is said to be \( \tilde{S}(n) \)-separable if a set of at most \( S(n) \) edges can be found whose removal disconnects the graph into two subgraphs, neither having more than twice the number of nodes of the other. So, combining this terminology with our definition of \( \tilde{G} \) (see Definition 2.7), we note that the class of BHC topologies are essentially \( \tilde{G} \)-separable graphs.

We should note that most of the “efficient” algorithms for finding graph separators assume that the graph is planar and has a maximum node degree of four. While such assumptions are certainly realistic in many VLSI applications, they clearly may not be valid when considering large and complicated data networks. For a more complete description of general graph separators, the interested reader is referred to Leighton [23].

III. A NEW DISTRIBUTED SYNCHRONOUS SHORTEST PATH ALGORITHM FOR BHC TOPOLOGIES

The main idea of the proposed algorithm is twofold. First, shortest path problems are solved for a collection of small disjoint clusters. Because there are no common nodes between these clusters, the entire collection of problems is solved in parallel. Second, the solution of the clusters are recursively merged together until the solution for the entire network is acquired.

We should point out that the algorithm described in this section requires a certain amount of synchronicity for its operation. In particular, it is assumed that the iterations of the main step are done in a particular order, i.e., the \( j \)th iteration must be completed before the \((j+1)\)th iteration may begin. By knowing the bounds for communication and computation delays, an upper bound can be found for the maximum amount of time required for any iteration. Thus, a straightforward synchronization scheme can be used. (A uniform bound is assumed for computation and communication delays for the synchronous algorithms presented in this and the next section.)

A mechanism is, of course, needed for getting all the nodes to agree to start the algorithm. However, in this section we
will not discuss this initialization problem for several reasons. First, a straightforward initialization algorithm is possible due to our assumption on uniformly bounded delays. Also, the fact that the minimum hop distance between any pair of nodes is $\mathcal{O}(g \log n)$ implies that such a procedure should not increase the overall time complexity. Finally, the start-up problem can be eliminated by using the asynchronous version of the algorithm derived in Section V.

A. Network Assumptions

A1) The network has a $k$-level BHC topology (with $n \leq (b)^k$ nodes) and gate set conditions C1 and C2 are satisfied.

A2) Each node has at least one processor.

A3) Each node has a unique identification (ID) number taken from the set of integers $\{1, \ldots, n\}$. (For convenience, we assume that the given destination node is number 1.)

A4) Each node $u$ has available the link lengths $\ell_{w,u}$, for all $w \in N(u)$, which are assumed positive and constant after some initial time $t_0$, where $N(u)$ denotes the neighbors of node $u$.

A5) Each node $u$ has sufficient memory to store two $(1+gk)$-length vectors $d_u$ and $e_u$. The first component of $d_u$, denoted $d_u$, is the current estimate of the shortest distance from node $u$ to the given destination node. The remaining $gk$ components of $d_u$, denoted $d_{uv}$ for the $v$th component, are used to store estimates of the distances from node $u$ to each of its (at most) $gk$ logical parent gates (a physical node can be the site of multiple logical gates). The $v$th component of $e_u$, denoted $e_{uv}$, is the ID of the next node (from node $u$) along the current estimate of the shortest path associated with $d_{uv}$.

A6) Besides the memory required by A5, each logical gate and each regular node has extra memory allocated to store an additional $\hat{g}$ $d_u$ vectors.

A7) The processing, transmission, queueing, and propagation delays, associated with sending a single $O(1)$ length control message across any link in the network, are assumed independent of $n$.

Assumptions A1 through A6 will prove useful primarily in deriving the computational time complexity of the proposed algorithm. With the exception of A1, these first seven assumptions are fairly standard for most distributed shortest path algorithms.

Assumption A7 is related to the communication complexity involved with sending control messages in the network. It is reasonable to assume that the processing and transmission delay (associated with sending an $O(1)$ length control message) is independent of $n$, because the length of each message is independent of $n$. Also in A7, the assumption of the queuing delay being independent of $n$ is justified by simply allowing the control messages to have the highest possible priority at all queues. Finally in A7, note that the propagation delay associated with most data network links is considered negligible and therefore independent of $n$.

B. Description of the New Distributed Shortest Path Algorithm

In this subsection, we first give a general description of the new shortest path algorithm, which has the intent of showing only the most fundamental tasks performed. Later, a detailed description is given which shows how to implement each step. Of prime importance is step 2. In particular, we will show how to “merge” shortest path information. The merging procedure is not obvious and our implementation of this task is the foundation of the entire algorithm.

In the following general description of the algorithm, note that steps 0 and 1 are executed once and step 2 is done recursively $k - 1$ times.

General Description:

0) Each component of $d_u$ is set to $\infty$ and each component of $e_u$ is set to zero for all $u = 1, \ldots, n$.

1) Each of the $b_2$ 1-level BHC topologies solves at most $g + 1$ versions of the single destination shortest path problem—one version for each given destination node (if applicable) and at most $g$ versions for each of the 1-level gates for each 1-level BHC topology (i.e., cluster). So after this step, each node has an estimate (possibly nonfinite) of the shortest distance to the given destination node and an estimate of the shortest distance to each associated 1-level gate.

DO $j = 1, k - 1$.

2) Parallely merge shortest path information of the $b_{j+1}$ $j$-level BHC topologies into shortest path information for $b_{j+2}$ ($j + 1$)-level BHC topologies.

END DO

Next, we give the detailed description of each step in the algorithm, along with the time complexities associated with these steps. Time complexities are measured by using two separate time units—one for computation time complexity, the other for communication time complexity. In the detailed description, step 2 is divided into four “substeps.” Furthermore, some of these substeps rely on a standard distributed version of the Bellman–Ford algorithm to solve shortest path problems for small clusters or groups of connected nodes. We use the fact that the distributed Bellman–Ford algorithm has generic computation and communication time complexities of $n^2$ and $n$, respectively, to estimate the time complexities for the applicable substeps.

Detailed Description (with complexity computation in each step):

0) Initialize the vectors $d_u$ and $e_u$. This can be done in $1 + \hat{g}k \leq 1 + \hat{g} \log_2 n$ computation time units.

1) At this point, the network is divided into $b_2$ 1-level BHC topologies (or clusters) containing at most $\hat{b}$ nodes each. Every cluster solves the single destination shortest path problem for the given destination node (if the destination node happens to belong to their cluster). Next, each cluster solves the single destination shortest path problem for each gate in $G_1$, for all $i \in \{1, \ldots, b_2\}$.

These tasks are accomplished using the standard dis-

\[\text{\textit{Excep}t for the first components of } d_i \text { and } e_1, \text { which are set to } 0 \text { and } 1, \text { respectively.}\]
distributing Bellman-Ford algorithm. Because each node is a member of only one cluster, the $b_i$ clusters can solve their shortest path problems in parallel. Because each cluster contains at most $\bar{b}$ nodes, this step will require at most $2\bar{b}(\bar{g} + 1)$ computation time units and $\bar{b}((\bar{g} + 1)$ communication time units.

DO $j = 1, k - 1$

2.1) All pairs of gates $g_a, g_b \in G_j$ replace the value of $\ell_{g_a g_b}$ with the current estimate of the shortest distance between $g_a$ and $g_b$, for each $i \in \{1, \ldots, b_{j+1}\}$. (Note: for those pairs of gates in $G_j$ which are not directly connected, a virtual link length is stored.) Thus, each gate must update at most $\bar{g}$ values of $\ell_{g_a g_b}$, which requires no more than $\bar{g}$ computation time units.

2.2) The gates in $\cup_{i \in M_{j+1}} G_j$ are considered as connected subgraphs, for each $q \in \{1, \ldots, b_{j+2}\}$. The single destination problem is solved from every gate in $\cup_{i \in M_{j+1}} G_j$ to the given destination node by using a slightly modified distributed Bellman-Ford algorithm.5 The current estimates from each gate to the destination node (from the previous iteration) are used as a virtual link length to the given destination node. Next, the single destination problem is solved for each $(j + 1)$-level gate in $\cup_{i \in M_{j+1}} G_j$, again using a modified distributed Bellman-Ford algorithm. Note that there are $b_{j+2}$ of these subgraphs and since they are disjoint, the computation is done in parallel. Also, since there are at most $\bar{b}q$ nodes in each $\cup_{i \in M_{j+1}} G_j$, the shortest path computation for the given destination node and all parent $(j + 1)$-level gates requires at most $(\bar{g} + 1)(\bar{b}q)^2$ computation time units and $(\bar{g} + 1)\bar{b}q$ communication time units. So, at this point we have the following situation: i) Every regular node has an estimate of the shortest distance to the given destination node and to each associated $(j-1)$-level gate. ii) Every gate in the set $\cup_{i \in M_{j+1}} G_j$ has a new estimate of the shortest path distance to the given destination node and to every other $(j + 1)$-level gate belonging to $\cup_{i \in M_{j+1}} G_j$, for all $q \in \{1, \ldots, b_{j+2}\}$.

2.3) Every gate in $G_j$ transmits its new estimates (of the distance from itself to the given destination node and the distance from itself to each $(j + 1)$-level parent gate), to every other node belonging to the same $j$-level BHC topology, for all $i \in \{1, \ldots, b_{j+1}\}$. This broadcast can be done in parallel for each $i$, with at most $2\bar{b}q \log_\bar{b} n$ hops, see proof of Theorem 2.1. Thus, the broadcast of at most $\bar{g}q + 1$ such messages requires no more than $2\bar{b}q((\bar{g} + 1)\log_\bar{b} n$ hops. Since transmitting $O(1)$ length control messages across any link in the network requires $O(1)$ communication time units, this step will require no more than $2\bar{b}q((\bar{g} + 1)\log_\bar{b} n$ communication time units. Note that these messages are stored in the extra memory allotted to each regular node described by A6.

2.4) Finally, every node within each $(j + 1)$-level BHC topology can compute a new estimate of the shortest path distance to the given destination node, and a new estimate of the shortest path distance to each parent $(j + 1)$-level gate, by adding its distance to each of its $j$-level gates to the estimates from each of these gates to the destination node (i.e., the given destination node or one of the $(j + 1)$-level gates). Because there are at most $\bar{g}$ gates per $j$-level BHC topology, this requires at most $\bar{g}(\bar{g} + 1)$ additions and $(\bar{g} + 1)^2$ comparisons or $(\bar{g} + 1)2(\bar{g} + 1)$ computation time units. Note that the extra comparison comes from the fact that a comparison must also be made with the current estimate stored in the distance vector at each origin node.

END DO

Proof of Correctness: To prove correctness of the algorithm, it suffices to show that after the $j$th iteration of step 2, the value of the first component of the $d_{uv}$ vectors at each node represent the shortest path distance to the destination node (assuming that it belongs to the same $(j + 1)$-level BHC topology), with the constraint that the path includes only nodes that are members of these $(j + 1)$-level BHC topologies. Thus, when $j = k - 1$, the first component of these distance vectors at each node are the shortest path distances to the destination node assuming it belongs to the same $k$-level BHC topology, which is assumed to be the entire network.

We will now show the above assertion is true. Consider any node $u \neq 1$ with $LCL(u, 1) = m$. Note that the possible values of $m$ are contained in the set $\{1, \ldots, k\}$. Also, note that all possible paths connecting $u$ to 1 can be classified into $k + 1 - m$ categories. That is, all possible paths must be contained within either a $m$-level BHC topology, a $(m + 1)$-level BHC topology, $\ldots$, or a $k$-level BHC topology. Clearly, it is impossible for all the nodes associated with such paths to be contained in a BHC topology having less than $m$ levels, since it is assumed that $LCL(u, 1) = m$.

Next, we show by induction that after the $j$th iteration of step 2, the shortest distance between any node $u$ and node 1 having $LCL(u, 1) \leq j + 1$ is obtained, with the constraint that such a path does not leave the common $(j + 1)$-level BHC topology. Note that step 1 can be considered to be the result of step 2 with $j = 0$. Therefore, we can now consider any arbitrary value of $j$ and proceed with the proof.

At step 2.1 we have, by the induction hypothesis, that the value of $d_{uv}$ is the shortest distance between $u$ and 1 for all paths contained in the common $j$-level BHC topology. In step 2.2, we see that every gate in $\cup_{i \in M_{j+1}} G_j$ does indeed obtain the shortest distance to the given destination node and to every other $(j + 1)$-level gate in $\cup_{i \in M_{j+1}} G_j$, with paths restricted to the appropriate $(j + 1)$-level BHC topology.
is true by the fact that the virtual link lengths of all pairs of nodes in \( G_j \) were updated in 2.1. Substep 2.3 involves communication only. Substep 2.4 is obviously correct for all origin nodes having a least common level of \( j + 1 \) between itself and the destination node. Also, for those origins having a least common level less than \( j + 1 \), this step compares the distance of the shortest path which utilizes a \((j+1)\)-level BHC topology to the current estimate of distance stored in the first component of the distance vector.

Q.E.D.

**Overall Time Complexity:** Since step 2 is done \( k - 1 \leq (\log n) - 1 \) times, the overall computation and communication time complexities, denoted \( T_{\text{comp}}(n) \) and \( T_{\text{comm}}(n) \), respectively, are given by

\[
T_{\text{comp}}(n) \leq [2g + (g + 1)(b^2 + \tilde{b}^2g^2 + 2g + 1)][\log \tilde{g} n] \tag{3.1}
\]

and

\[
T_{\text{comm}}(n) \leq [(\tilde{g} + 1)\bar{b} + \tilde{b}g + 2b \log \tilde{g} n][\log \tilde{g} n]. \tag{3.2}
\]

Note that because \( \bar{b} \) and \( \tilde{b} \) are independent of \( n \), we have

\[
T_{\text{comp}}(n) = O(g^3 \log n) \tag{3.3}
\]

and

\[
T_{\text{comm}}(n) = O(\tilde{g}^2(\log n)^2). \tag{3.4}
\]

In the best case, i.e., assuming \( \tilde{g} = O(1) \), the complexities become

\[
T_{\text{comp}}(n) = O(\log n) \tag{3.5}
\]

and

\[
T_{\text{comm}}(n) = O((\log n)^2). \tag{3.6}
\]

Actually, it is not necessary to assume \( \tilde{g} = O(1) \) in order to guarantee that the complexities of our algorithm are asymptotically better than those of the standard Bellman–Ford algorithm. In the next section it is shown that the complexities of the Bellman–Ford Algorithm are generically \( \Theta(n) \), even when the underlying network is a BHC topology. Thus, as long as \( \tilde{g} = O(n^c) \), for some constant \( c < 1/3 \), our complexities will be better. Intuitively, this means that the structure of the network must be "more clustered," for example, than a planar square mesh, because the clustering of a mesh obviously yields \( \tilde{g} = O(\sqrt{n}) \).

The communication complexity derived above is actually quite pessimistic. It turns out that by using a slightly more sophisticated communication scheme, we can achieve communication complexity of

\[
T_{\text{comm}}(n) = O(\log n). \tag{3.7}
\]

To achieve this better complexity, first note that substep 2.4–iteration \( j \), does not need to be completed before substep 2.1–iteration \( j + 1 \) can begin. In fact, 2.1–iteration \( j + 1 \) may begin just as soon as 2.2–iteration \( j \) is complete. So, the modified communication scheme is summarized as follows: As soon as 2.2–iteration \( j \) is complete, then both 2.3–iteration \( j \) and 2.1–iteration \( j + 1 \) begin, i.e., 2.1–iteration \( j + 1 \) does not wait for the completion of 2.3– and 2.4–iteration \( j \). Now, as soon as the data which is broadcast at 2.3–iteration \( j \) reach all the appropriate member nodes, then 2.4–iteration \( j \) begins.

Fig. 5(b) shows how the modified communication scheme achieves an overall complexity of \( O(\log n) \), assuming \( \tilde{g} = O(1) \). (For generic values of \( \tilde{g} \), a similar argument yields a complexity of \( \tilde{g}^2 \log n \).) The original straightforward communication scheme is depicted in Fig. 5(a). Due to the fact that \( 1 + 2 + \cdots + k = O(k^2) \), it is easy to see why the original communication scheme requires a complexity of \( O((\log n)^2) \). On the other hand, the modified scheme achieves a communication complexity of \( O(\log n) \) since the last iteration, which requires \( O(\log n) \) time for completion, begins after only \( O(\log n) \) time has elapsed. Note that each "block of time" in Fig. 5 represents an \( O(1) \) amount of time.

So, the first iteration requires four \( O(1) \) blocks of time, the second iteration requires five \( O(1) \) blocks of time, and so on.

**C. Operation of the Algorithm Under More Relaxed Gate Set Conditions**

One of the main reasons for assuming the original gate set conditions was to simplify the description of the algorithm. In this subsection we show that more relaxed gate set conditions can be accommodated by making some minor modifications to the current algorithm description.

Condition C1 may be relaxed by introducing the concept of a singleton cluster. A \( j \)-level singleton cluster is a cluster having only a single \( j \)-level gate member. We require that a \( j \)-level singleton cluster only be directly connected to related (i.e., child, sibling, or parent) \((j-1)\)-, \( j \)-, or \((j+1)\)-level gates. Fig. 6 shows how the BHC topology of Fig. 3 can be modified by adding singleton clusters. The operation of the algorithm on this type of modified network is virtually the same; the exception is that one extra link must be used for communication between \((j-1)\)-level and parent \( j \)-level gates. One advantage of this modified network is that the \( j \)-level gates do not have to reside at the same physical node as the \((j-1)\)-level gates. As a result, the high level gates need not have a degree of \( O(\log n) \), as would be the case by strictly requiring C1 be satisfied.

Condition C2 may also be relaxed. For instance, assuming \( O(\tilde{g}) \) minimum hop distances between gates within each gate set is sufficient. The modified algorithm operates by using nodes (which are not members of the gate set) and virtual links to simulate the gate set subgraph as being connected. Actually, this type of modification will work regardless of the minimum hop distance between gates (within each gate set). However, if this minimum hop distance parameter, say \( \tilde{h} \), becomes too large, then the communication overhead begins to slow down the algorithm. By assuming condition C2, we ensured that \( \tilde{h} \) is bounded by \( \tilde{g} \). It is straightforward to re-derive the time complexity of the algorithm based on a generic value of \( \tilde{h} \).

In addition to the aforementioned distributed versions of the algorithm, a parallel algorithm is also possible feasible. Such an algorithm could, for example, be used at a centralized parallel computing site having \( n \) processors that operate in a shared memory environment. By assuming shared memory,
Fig. 5. (a) The straightforward communication scheme that yields an overall communication complexity of \(O((\log n)^2)\). (b) The modified communication scheme that achieves a communication complexity of \(O(\log n)\).

the communication complexity associated with sending control messages and the initiation procedure can be reduced. Thus, a centralized version of the algorithm would have an overall time complexity roughly the same as the computation time complexity associated with the distributed algorithm.

D. Solving the APSP Problem

The algorithm description given previously is based on solving the SDSP problem. However, due to the fact that the algorithm consists of a collection of Bellman–Ford-type segments, solving the APSP problem is a straightforward extension. Specifically, solving the APSP problem involves solving \(n\) SDSP problems in parallel at each node. If \(p \leq n\) processors are available at each node, the computation complexity becomes \(O((\tilde{g}^3/p)n \log n)\), while the communication complexity is given by \(O(\tilde{g}^2n \log n)\). The increase in the communication complexity by a factor of \(n\) is due to the fact that \(n\)-length control messages must now be broadcast.

IV. TIME COMPLEXITY OF THE DISTRIBUTED SYNCHRONOUS BELLMAN–FORD ALGORITHM—ASSUMING A BHC TOPOLOGY

In this section we show that the time complexities associated with the standard distributed Bellman–Ford algorithm do not improve (generically) by assuming the network topology is a BHC topology.

As in the previous section, we denote the length of link \((u, v)\) as \(d_{uv}\). The current estimate of the shortest distance from node \(u\) to the given destination node is stored at node \(u\) as \(d_{u1}\). The Bellman–Ford algorithm is then given by

\[
\begin{align*}
0) & \quad d_{u1}^{(0)} = \infty, \quad u \neq 1, \\
1) & \quad d_{u1}^{(j+1)} = \min_{w \in N(u)} \{d_{wu} + d_{uj}\}, \quad u \neq 1,
\end{align*}
\]

where \(N(u)\) denotes the set of current neighbors of node \(u\), and \(j\) is the iteration count.

The time complexities for the distributed Bellman–Ford algorithm to solve the SDSP problem, assuming a general \(n\)-node network topology\(^{1}\) with maximum node degree of \(d\), can be simply derived as

\[
T_{\text{comp}}(n) = \Theta(d \bar{n}_{\text{hop}}) \tag{4.1}
\]

and

\[
T_{\text{comm}}(n) = \Theta(\bar{n}_{\text{hop}}) \tag{4.2}
\]

where \(\bar{n}_{\text{hop}}\) denotes the maximum number of hops along any of the \(n - 1\) shortest paths. It is obvious that in general \(1 \leq \bar{n}_{\text{hop}} \leq n - 1\).

We are able to construct a class of example BHC topologies in which \(\bar{n}_{\text{hop}} = n - 1\). This result implies that the generic computation and communication time complexities for the distributed Bellman–Ford algorithm remain \(O(d \bar{n})\) and \(O(\bar{n})\), even when the underlying network is a BHC topology. Such a network is shown in Fig. 7, which depicts a simple 2-level BHC topology. The links are assumed bidirectional and

\(^{1}\)We assume that network assumptions A2 through A7 of the previous section are satisfied for a general network containing \(n\) nodes.
Fig. 6. The addition of the singleton clusters to the network of Fig. 3.

Fig. 7. A 2-level BHC topology with 16 nodes and 15 links in a shortest path.

their lengths are labeled on the figure. It is easy to verify that the shortest path (between the nodes labeled origin and destination) is the path denoted by the "arrowed" links. Note that there are 16 nodes in this 2-level BHC topology network and 15 \((= n - 1)\) links in the aforementioned shortest path. It is easy to see that 4 copies of this 2-level BHC topology can be connected together to form a 64 node 3-level BHC topology network, as shown in Fig. 8, with a shortest path containing 63 \((= n - 1)\) links. Inductively, this procedure can be repeated to produce similar such \(k\)-level BHC topologies, where \(k\) can be made arbitrarily large. So, we have a construction procedure which produces a class of BHC topologies for which the distributed Bellman-Ford algorithm has \(\Theta(n)\) computation and communication time complexities. Obviously there exist a multitude of such examples where a shortest path in a BHC topology contains \(\Theta(n)\) hops. The specific topologies presented here are included to verify the existence of a class of such examples.

V. DISTRIBUTED ASYNCHRONOUS OPERATION OF SHORTEST PATH ALGORITHMS

In this section, we show that our new algorithm can actually operate in an asynchronous manner. By asynchronous, we mean that the iterations do not have to be executed in any particular order, even if there is no uniform bound for computing and communication delays. We note that the algorithm
of Section III does require some slight modifications in order to achieve asynchronous convergence.

In general it is difficult to estimate time complexities for asynchronous algorithms. Specifically, if a node is permitted to start executing a new iteration, regardless of the status of the other nodes in the network, it is not clear how many “distributed” iterations are needed for convergence. In addition, because each distributed iteration can take an arbitrarily large amount of time to complete, the algorithm may only converge at infinity (even for a finite size network). Because of these difficulties, we will not derive time complexity results for the asynchronous algorithm. However, in many realistic situations, the synchronous time complexities derived in previous sections should serve also as an optimistic, i.e., lower bound, asynchronous time complexity.

In [3] and [4], an asynchronous distributed computation model is introduced. This model has very weak assumptions on the ordering of computations, the timing of information exchange, the amount of information needed at each node, and the initial conditions for the algorithm. The distributed Bellman–Ford shortest path algorithm is given as an example algorithm which converges in this computation model. We should mention that the convergence of distributed asynchronous Bellman–Ford algorithm has been known and discussed by McQuillan et al. [9] and Schwartz [12], and a rigorous proof of convergence was provided by Tajihnapis [13] and Bertsekas [3], [4].

We will now show that by making some slight modifications on our new algorithm, it too converges asynchronously. The essential element involved in proving this type of convergence is centered around the fact that our new algorithm consists of solving an ordered series of dynamic programming problems. Furthermore, because each problem in this series depends only on the solution of the previous problem, it can be shown that under some mild assumptions, the overall solution is eventually achieved. Due to the space limit, only a sketch of the proof for convergence will be given. First we give the description of the new asynchronous algorithm.

Description of the New Asynchronous Algorithm: For convenience, we will describe the new asynchronous version of the algorithm by simply stating necessary changes to the original algorithm (presented in Section III). Only one modification is necessary in the existing network assumptions. Specifically, A5 is changed to the following.

A5) Each node $u$ has stored in its memory $k$ versions of the $(1+\tilde{g})$-vectors $d_u$ and $e_u$, denoted as $d_{u1}, \ldots, d_{uk}$ and $e_{u1}, \ldots, e_{uk}$. The first component of $d_u$, denoted $d_{u1}$, is the current estimate of the shortest distance from node $u$ to the destination node with the constraint that the path is contained in a $j$-level BHC topology. The $v$th components of $d_u$ have a similar interpretation with the gates being the destinations. The $v$th component of $e_u$, denoted $e_{uv}$, is the ID of the next node (from node $u$) along the current estimate of the shortest path associated with $d_{uv}$. 
Also, the following new assumptions are added. We note that assumptions A9 and A10 were originally outlined in [3] and [4].

A8) Each node u has available the value of LCL(u, 1).
A9) Nodes never stop updating their own estimates and receiving messages from all their neighbors.
A10) All the initial estimates of \( d_{uw}^{(j)} \) and \( d_{uw}^{(k)} \), \( w \in N(u) \), \( j, k \in [1, \ldots, k] \), are nonnegative. Furthermore, all estimates communicated to nodes by neighbors before the initial time \( t_0 \) and received after time \( t_0 \) are nonnegative.
A11) Each of the \( k + 1 \) iterations of the algorithm are executed infinitely often. Note that by "\( k + 1 \) iterations," we mean: step 1, the \( k - 1 \) iterations of step 2, and step 3.

The asynchronous version of the algorithm is basically the same as the original algorithm with the exception that each of the \( k \) iterations, i.e., step 1 and \( k - 1 \) iterations of step 2, uses its own versions of the distance vectors. Also, an additional step 3 is added. The modifications for the asynchronous algorithm are as follows:

1) Use the vector \( d_{uw}^{(j)} \) instead of \( d_{uw} \) to store the solution of the \( b_{ij} \) 1-level BHC topologies.

DO \( j = 1, k - 1 \).

2) Use \( d_{uw}^{(j)} \) instead of \( d_{uw} \) as a virtual value for \( t_{uw} \).

2.1) Use \( d_{uw}^{(j)} \) to store the shortest distances obtained in this step.

2.2) Use \( d_{uw}^{(j+1)} \) to store the shortest distances obtained in this step.

2.3) Here, we have every gate \( g_i \in G_{ij} \) transmit the appropriate distance values stored in the vector \( d_{uw}^{(j)} \) to every other node in the same \( j \)-level BHC topology, for all \( i \in \{1, \ldots, b^{k-j}\} \). 

2.4) The new step here is as follows: Every node \( u \) computes a new \((j+1)\)th version of the shortest path to the given destination node (and each \((j+1)\)-level parent gate), assuming it is in the same \((j+1)\)-level BHC topology, by adding the \( j \)th version of its distance to each \( j \)-level gate \( g_{ij} \in G_{ij} \), to the value of \( d_{uw}^{(j+1)} \) (computed in 2.2). Note that the smallest of these values is stored as \( d_{uw}^{(j+1)} \) and is not compared with say \( d_{uw}^{(j)} \), as was essentially done in the synchronous version.

END DO

3) The shortest distance from all nodes \( u \) to the given destination node (and to the other \((j+1)\)-level gates), denoted \( d_{u1} \), is determined at node \( u \) by

\[
d_{u1} = \min \{d_{uw}^{(j+1)}\} \quad \text{for all } j \in \{LCL(u,1), \ldots, k\}.
\]

Next, we give a sketch of the proof for asynchronous convergence of the above algorithm. A rigorous proof is not included because the main concepts involved are essentially the same as the ones used in deriving the model algorithm of [3] and [4].

The Proof for Asynchronous Convergence: (A Sketch) First, observe that the asynchronous algorithm will converge synchronously to the correct solution, since the asynchronous algorithm is a generalization of the original synchronous version. In order to prove that it will also converge asynchronously to the correct solution, we need only show that each of the steps, when considered as an ordered sequence of events, depends only on the correct solution of the previous step in the sequence eventually being achieved. That is, step \( 2(j = 1) \) requires the correct solution of step 1, before it can achieve a correct solution. Similarly, step \( 2(j = 2) \) requires the correct solution of step \( 2(j = 1) \), before it can compute its correct solution and so on down the line until we get to step 3 which requires the solution of step \( 2(j = k - 1) \), before it can determine the overall correct solution. So, by the assumption that each of these steps is executed infinitely often, the overall solution will be eventually obtained.

Notice that the solution of step 1 does not depend on the solution of any other step. That is, the solution of the \( b_j \) independent shortest path problems solved via by versions of the distributed Bellman–Ford algorithm only require assumptions A9 and A10, see [4]. Thus, at some finite time say \( t_2 \), the correct solution of step 1 is guaranteed. After time \( t_2 \), step \( 2(j = 1) \) can then achieve its correct solution by some time \( t_2 \), since step \( 2(j = 1) \) only depends on the correct values of \( d_{uw}^{(1)} \) and the assumptions A9 and A10. Inductively, similar statements can be made up to step \( 2(j = k - 1) \). That is, after some time \( t_k \), step \( 2(j = k - 1) \) will have produced its correct solution. So finally after time \( t_k \), step 3 can then determine the correct overall solution. Note in step 3, the reason for minimizing over all \( j \in \{LCL(u,1), \ldots, k\} \) instead of all \( j \in \{1, \ldots, k\} \), is due to the fact that if \( LCL(u,1) = m \), then it does not make sense to consider paths which do not encompass the nodes of a BHC topology with less than \( m \) levels. That is, due to the fact that the initial conditions on all versions of the distance vectors are assumed arbitrary, minimizing over all possible versions could lead to incorrect results.

Q.E.D.

Our asynchronous algorithm has an extra advantage over the asynchronous Bellman–Ford algorithm, in that our algorithm eliminates some types of "looping problems" whereby the algorithm requires many iterations before it realizes a shortest path should include a congested link. Looping can occur if there is a sudden increase in one or more link lengths. An example of looping is depicted in Fig. 9. (See also [11].) Consider, for example, the situation whereby a link which connects gates of different clusters has a sudden increase in length. We can show that our new algorithm does not get caught in a looping problem for this type of situation. Specifically, let nodes 4 and 5 be the gates of some \( j \)-level cluster and let nodes 1 and 2 be the gates of another \( j \)-level cluster. Clearly, since our algorithm "merges" the solution of each \( j \)-level cluster together via links (4,1) and (5,2), no looping occurs. We should give warning that even though the aforementioned type of looping may be avoided in our algorithm, looping may still be a problem within any substep of the new algorithm that uses Bellman–Ford to solve the shortest path problem for a subgraph or cluster.
VI. SUMMARY AND CONCLUSIONS

In conclusion, we have demonstrated that a properly chosen (natural as well as artificial) organization of the node sets for a graph can significantly improve the time complexity of solving the shortest path problem in either a distributed or parallel environment. The key concept has been that intercluster shortest paths must contain gates (nodes through which a cluster is connected to other clusters). If the number of gates of each cluster is independent of \( n \) at all levels of the hierarchy, then the properly chosen hierarchy (which we call the BHC topology) can be exploited to obtain an \( O(\log n) \) time complexity. The proposed algorithm is also shown to converge in a distributed asynchronous environment. We have also shown a somewhat surprising result that even if the minimum hop distance between all pairs of nodes in a BHC topology is \( O(\log n) \), the Bellman–Ford algorithm still generically requires \( \Theta(n) \) iterations to converge.

The problem of clustering a network graph into a \( O(\log n) \)-level BHC topology turns out to be an NP-complete problem in general, [17]. However, we have pointed out that for many large wire data networks, the hierarchical structure is obvious by inspection or is not difficult to obtain if one is satisfied with only a few levels of hierarchy. We provided a simple example showing that even if two levels are involved, the speedup of our algorithm over the existing algorithm can still be very significant. Also, under certain conditions on the graph, efficient divide and conquer algorithms from the VLSI literature are available [19]–[23].

As a final note, we mention two closely related works. A hierarchical routing protocol and hierarchical topology update and maintenance protocols have been designed and shown to perform efficiently in [17] and [18]. Following this work, our algorithm can be readily adapted into efficient protocols, to be used in a realistic data network control scheme. The hierarchical concept has also been adapted by us [14], [15] to improve the convergence rate of optimal routing algorithms. Because most optimal routing algorithms (including the one in [14] and [15]) require shortest path solutions at each iteration, our proposed algorithm is readily applicable.
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