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Abstract

A framework for estimating the relative execution time of a data-parallel algorithm in an environment capable of the SIMD and SPMD (Single Program – Multiple Data) modes of computation is presented. Given a data-parallel program in a language whose syntax is mode-independent, and empirical information about instruction execution time characteristics, the long-term goal is to determine at compile time an implementation that results in an optimal execution time for a heterogeneous system capable of SIMD and SPMD parallelism.

1: Introduction

In general, writing effective programs for parallel computers remains a complex and difficult endeavor. In many cases, algorithms that work well under a serial execution model require reformulation for implementation on a parallel system. The problem is compounded by the rich diversity of parallel architectures available, each with its own advantages and disadvantages. Subsequently, parallel languages for these systems vary substantially, as vendors are (justifiably) concerned with maximizing performance for their products. To address this diversity in parallel programming environments, there is a need for the development of unifying parallel machine models [24]. One of the challenges of compilers and compiler-related tools is, given a machine-independent parallel language, to generate executable code for a variety of parallel architectures, and to identify those specific parallel architectures for which the program is well-suited.

One portion of this problem is developing a method for estimating the relative execution time of a data-parallel algorithm in an environment capable of the SIMD and SPMD modes of computation. The SPMD (Single Program – Multiple Data) mode of parallelism is a restriction of the MIMD mode where each processor is executing the same program asynchronously with respect to the other processors (and follows its own control path through the code). Given a data-parallel program written in a language whose syntax is mode-independent, and given empirical information about instruction execution time characteristics, the goal is to make a compile-time determination of the implementation that results in an optimal execution time on a heterogeneous system capable of both the SIMD and SPMD modes of parallelism. Heterogeneity within a single machine and among a suite of machines is considered. This paper is a summary of [29].

One aspect of current research in parallel optimization and analysis techniques in parallel and heterogeneous processing is directed towards improving execution time in a parallel environment by performing compile-time analysis of parallel programs [e.g., 11, 14, 17, 23, 28], while another aspect of current research is the study of heterogeneous systems, which exploit the diverse computational requirements of traditional supercomputing problems by the selection and use of different types of machines for the computation required [15]. Several studies [e.g., 4, 5, 13, 26] have examined the implementation of parallel programs for heterogeneous and mixed-mode systems that can operate in either the SIMD or MIMD mode of parallelism. A common result from these studies is that cases exist where the execution time of a parallel application can be reduced by exploiting the mode of parallelism that best matches each portion of the program. A third aspect of recent academic and commercial interest in parallel computing systems is in the development of new programming languages and refined models of programming [e.g., 8, 10, 21, 30]. The relationship of this study to other work in the area, as well as a detailed development of background material, is contained in [29].

Mode-independent languages make it possible for the compiler to select the appropriate parallel mode. This study proposes a framework for the compile-time analysis of execution time for data-parallel algorithms. These algorithms are assumed to be written in a mode-independent language, and to be implemented in an SIMD/SPMD heterogeneous environment. The proposed framework draws on the above-mentioned previous work in the areas of compile-time analysis, heterogeneity, and programming models.

To illustrate underlying concepts for the methods presented, the model is first developed for the case where a parallel program is to be implemented in either pure SIMD mode or pure SPMD mode (distributed memory machines are assumed). The more general case of a single program that employs both modes is then considered. For ease of presentation, the programming model presented here is restricted to basic processor operations and elementary control-flow constructs. Statistical information about individual operation execution times and paths of execution through a parallel program is assumed. This basic model can be enhanced to include other language constructs.

The techniques presented here represent a framework for studying this complex and difficult problem. A secondary
goal of this study is to indicate language, algorithm, and machine characteristics that must be researched to learn how to provide the information needed to obtain an optimal assignment of parallel modes to program segments.

2: Machine and language model

In a heterogeneous system [15], different types of parallel machines can be used to perform a single task. One example is a mixed-mode system, in which the processors are capable of operating in either the SIMD or MIMD mode of parallelism and can dynamically switch between modes at instruction-level granularity with relatively small overhead, e.g., PASM [25], Triton[22], and OPSILA [3] (limited to SIMD/SPMD). Another type of heterogeneous system is a suite of independent systems with machines of different types interconnected by a high-speed network. This will be referred to as a mixed-machine system.

The mixed-mode machine model assumes a physically distributed memory. Similarly, each system in a mixed-machine suite is assumed to have a physically distributed memory. Thus, each processor is paired with a memory, forming a processing element (PE).

It is assumed for mixed-mode machines that all PEs are in the same mode at any point in time (i.e., SIMD versus MIMD). Similarly, for this study it is assumed that for mixed-machine systems, a job is being actively executed in only one machine at a time (i.e., only one SIMD or MIMD machine is being used for the program at any one time).

One way of programming machines that are capable of mixed-mode and mixed-machine parallelism is by using a mode-independent language, i.e., a language whose syntactic elements have interpretations under more than one mode of parallelism. An example of a mode-independent language is the Explicit Language for Parallelism (ELP), under development at Purdue University [21]. The ELP syntax is based on C, and allows programmers to specify the SIMD, MIMD, and SPMD modes of parallelism within a program.

The trade-offs between the SIMD and MIMD modes are discussed in [6, 13, 25]. For example, conditional statements in a program can degrade an SIMD implementation, because the CU (control unit) must broadcast the "then" and "else" clauses of conditional statements one after the other. However, the cost to synchronize PEs in MIMD mode is greater than in SIMD (where synchronization is implicit). While the details of the inter-PE transfer protocol in both SIMD and MIMD modes are implementation dependent, there is generally less overhead associated with SIMD, because of the implicit PE synchronization.

Although it is often clear in which mode a sequence of instructions should be implemented, this is not the case when countering trade-offs are involved. For example, a data-conditional clause may contain instructions that perform network transfers. Studies examining the implementation of algorithms on mixed-mode systems have been performed [e.g., 4, 5, 7, 13, 16]. One long-term goal of these efforts has been to increase the understanding needed to develop automatic, compile-time mapping of parallel modes to algorithm segments. In Sections 3 and 4, a methodology for analyzing data-parallel programs to determine how to perform this mapping is examined.

3: Single-mode selection

3.1: Assumptions and definitions

A methodology is presented here to estimate the execution time of a data-parallel algorithm, written in a mode-independent language, that can be implemented in either purely the SIMD or purely the SPMD mode of parallelism. A technique for determining whether the program should be executed in SIMD or SPMD by quantifying the trade-offs in Section 2 is proposed. (The impact of other trade-offs is discussed in [29].) This framework can be used to select either an SIMD machine or a SPMD machine (which may be a more general MIMD machine) in a mixed-machine system, or to select the optimal single-mode mapping on a mixed-mode computer. Many of the concepts developed in this preliminary section are needed for the analysis in Section 4, where the use of both SIMD and SPMD within the same program is considered.

Applications for this study are assumed to be data parallel [18], i.e., the data for a program is distributed among the PEs, and the program exhibits a high degree of uniformity across the data [19]. This is in contrast to function (or control) parallelism [27], where each PE executes a unique program.

Syntactic elements of the mode-independent language in which the algorithm is coded will be referred to as operations. Operations in a language represent the most explicit level at which program representation is identical for each mode of parallelism.

The execution time of an operation may be fixed (and known) or data dependent. For the case of data-dependent operations, a probabilistic model is introduced in [29] to estimate the expected execution time for a block of operations. It is assumed that the necessary statistical information can be estimated empirically and is known a priori.

When comparing machines in a mixed-machine system, execution times of operations can differ significantly. Even in a mixed-mode machine, execution times of the same operation, e.g., an inter-PE data transfer, under SIMD and SPMD modes may differ.

To estimate the overall execution time of a parallel program, code is examined in terms of constructs and blocks. Constructs include control constructs, such as loops and function calls, and data-conditional constructs, such as if-then-else and case statements. For the analysis here, the set of permissible control constructs is restricted to for loops for which the number of iterations, Q, is assumed to be known at compile time. Furthermore, because programs under consideration exhibit characteristics that make them candidates for implementation in SIMD mode (in which all PEs iterate the same number of times) it is also assumed that all PEs executing a loop in SPMD mode iterate the same number of times. In a practical sense, an expected value for Q may be obtained from the program source, either directly as a constant in the program, or as
information provided to the compiler by the programmer in the form of a compiler directive. Alternatively, a sufficiently accurate expected value for \( Q \) might be obtained empirically by executing a prototype version of the parallel program on sample data sets. While time-consuming, this empirical approach may be reasonable for production codes.

The set of data-conditional constructs is limited here to if-then-else constructs, where all PEs may or may not perform the same blocks of code, depending on the outcome of a conditional test of local PE data. As in the case for operation execution times and loop bounds, it is assumed that the necessary statistical information regarding the probability that a branch will be taken can be estimated empirically or is obtainable by compiler directives provided by the programmer.

Future work will examine relaxing the restrictions to include other constructs, e.g., while and case statements. It will also investigate methods for obtaining the statistical information assumed to be known here.

Code blocks are the parallel equivalent of serial basic blocks described in [1]. Blocks of code are identified by their leading statements, called leaders. The first statement in a program is a leader, any statement that becomes the target of a conditional or unconditional branch at the machine code level is a leader, and any statement that follows a conditional branch at the machine code level is a leader. In the approach described here, an additional constraint is used in the determination of blocks: any statement requiring synchronization and any statement that follows a statement requiring a synchronization is a leader, and any statement requiring an inter-PE data transfer and any statement that follows an inter-PE data transfer is a leader. This is an important distinction from the serial definition of a basic block in [1], because synchronization points within an algorithm indicate when PEs are idle, waiting for one or more other PEs to arrive at the synchronization point.

Blocks consist of either pure scalar code or pure parallel code. Scalar blocks consist of instructions that, if performed in SIMD mode, would be executed on the CU. Parallel blocks consist of instructions to be performed on the PEs in SIMD mode.

3.2: Single-mode selection technique

To determine the best single mode for a given program, the program is first transformed into a flow-analysis tree, which is a tree whose structure represents the scope levels within the algorithm. The flow-analysis tree is then used to create an SIMD/SPMD trade-off tree. For both trees, the leaf nodes of the tree represent parallel and scalar code blocks, and the non-leaf nodes correspond to control constructs and data-conditional constructs. The root node represents the scope of the entire program. Initially, only information about the execution times of the leaf nodes is assumed to be known. The proposed technique involves combining this information to arrive at SIMD and SPMD execution times for the intermediate nodes. The optimal mode determined for the root node represents the "best" mode for the entire program. It is assumed that both the SIMD and SPMD execution times associated with each leaf node are known constants. The case where execution times of the operations are assumed to be random quantities with known probability distributions is examined in [29] (this impacts the time of combined adjacent SPMD blocks).

Fig. 1 illustrates how a program is transformed into a preliminary flow-analysis tree. At each level in the tree, the sibling blocks are represented in the same order (left to right) as they appear in the program.

![Fig. 1: Example preliminary flow-analysis tree.](image)

To include the overhead required for for and if constructs, it is necessary to introduce additional nodes in the flow-analysis tree. The additional nodes for the previous example are illustrated in Fig. 2.

Associated with each for loop is a block required for initializing induction variables, and another block required to execute the induction step for the loop, perform an end-of-loop test, and conditionally branch back to the top of the loop. Because the initialization block is executed only once, it is represented as a separate child of the root node in Fig. 2, labeled for_init. Because the increment, test, and conditional branch are executed during each iteration of the loop, they are represented by a single block as the last child of the for node in Fig. 2, labeled for_test.

Associated with each if construct is a conditional test (if_test in Fig. 2), performed before either the then clause or the else clause is executed. There is also special processing required at the end of the then clause (post_then in Fig. 2). In SPMD mode, this is an unconditional branch performed on each of the PEs for which the condition is true. In SIMD mode, this corresponds to disabling those PEs for which the condition is true and enabling those PEs for which the condition is false (with nested conditionals handled appropriately). Similarly, at the end of the else clause in SIMD mode, those PEs for which the condition is true must be re-enabled (post_else in Fig. 2). Because there is no corresponding operation required in SPMD, the cost for executing the post_else in SPMD mode is 0. Because the then clause of the if construct is now composed of two blocks, an interior node is added representing the then clause, with leaves block_c and post_then as children.

After the final flow-analysis tree is formed, the following steps are performed to convert it to a SIMD/SPMD trade-off tree, as illustrated in Fig. 3:
control path through the program. The then clause is executed on those PEs where the condition is true, and the else clause is executed on those PEs where the condition is false. Let \( T_{\text{then}} \) and \( T_{\text{else}} \) be the sum of the execution times of all the children of the then and else clauses in SPMD mode, respectively. Then the expected time to perform the conditional construct in SPMD mode is

\[
T_{d}^{\text{SPMD}} = P_{\text{then}} T_{\text{then}} + (1 - P_{\text{then}}) T_{\text{else}}.
\]

3) For each non-leaf node \( c \) corresponding to a control construct, assign the ordered pair \( (T_{c}^{\text{SIMD}}, T_{c}^{\text{SPMD}}) \), which represents the times for executing the control construct at node \( c \), including the time to execute all the children of \( c \) in SIMD mode and SPMD mode, respectively.

In SPMD mode, the control construct is performed entirely on the PEs. In SIMD mode, the control steps are performed on the CPU, and then the PE instructions that form the loop body are placed in the instruction queue to be broadcast to the PEs. For SIMD, significant improvement in execution time can be obtained by overlapping the execution of operations on the CPU and the PEs, and is discussed in the present context in [29]. Disregarding the effects of CPU/PE overlap, the ordered pair \( (T_{c}^{\text{SIMD}}, T_{c}^{\text{SPMD}}) \) can be estimated by

\[
T_{c}^{\text{SIMD}} = \sum_{\text{all children of } c} T_{u}^{\text{SIMD}}, \quad T_{c}^{\text{SPMD}} = \sum_{\text{all children of } c} T_{u}^{\text{SPMD}},
\]

where \( Q \) is the number of iterations in the construct and is assumed to be known, as discussed in Subsection 3.1.

4) For the node representing the root, assign the ordered pair \( (T_{\text{root}}^{\text{SIMD}}, T_{\text{root}}^{\text{SPMD}}) \), which is the sum over all the children of the root, and represents the times for executing the entire program in SIMD mode and SPMD mode, respectively.

If \( T_{\text{SPMD}} < T_{\text{SIMD}} \), then implement the algorithm in SPMD mode, else implement it in SIMD mode.

As an example, consider the SIMD/SPMD trade-off tree in Fig. 3, which corresponds to the flow-analysis tree in Fig. 2. In the tree, the ordered pairs \( (T_{i}^{\text{SIMD}}, T_{i}^{\text{SPMD}}) \) are assigned to each of the leaf nodes. For the example, \( Q = 10, P_{\text{then}} = 0.5, \) and \( P_{\text{then}} = P_{\text{else}} = 0 \). The analysis algorithm performs a depth-first traversal beginning at the root node. When the algorithm considers the \( \text{then} \) clause, it assigns the ordered pair \( (T_{\text{then}}^{\text{SIMD}}, T_{\text{then}}^{\text{SPMD}}) = (8, 2, 15 + 1) = (10, 16) \). Similarly, for the else clause, \( (T_{\text{else}}^{\text{SIMD}}, T_{\text{else}}^{\text{SPMD}}) = (8, 2, 15 + 1) = (10, 16) \).
(3 + 6 + 2, 5 + 3 + 0) = (11, 8). Then the algorithm considers the if node, and assigns the ordered pair (T^{SIMD}_{d}, T^{SPMD}_{d}) = (10 + 11, 0.5 \times 16 + 0.5 \times 8) = (21, 12). At the for node, the algorithm assigns the ordered pair (T^{SIMD}_{c}, T^{SPMD}_{c}) = (10 \times (12 + 3 + 21 + 2 + 10), 10 \times (8 + 4 + 12 + 4 + 10)) = (480, 380). For the root node, the ordered pair (7 + 5 + 480, 12 + 6 + 380) = (492, 398) is assigned, indicating that SPMD mode is best suited for this program.

4: Mixed-mode and mixed-machine analysis

4.1: Assumptions and definitions

In mixed-mode and mixed-machine systems, it is possible for some portions of a single parallel program to be implemented in SIMD mode, and other portions of the same program are executed in SPMD mode. This will be referred to as a mixed-algorithm. The analysis of single-mode parallel programs developed in Section 3 is expanded here to consider mixed-algorithms.

For the analysis here, several simplifying assumptions are made on the selection of modes within a program. Leaf blocks are assumed to be implemented completely in either SIMD or SPMD mode. Given the definition of a block, such that control and data-conditional constructs, synchronizations, inter-PE transfers, and CU operations all determine the boundaries of a block, there is no benefit in changing modes within a leaf block.

Another assumption is that if a block is to be executed more than once, i.e., as part of a looping construct, the mode of parallelism for that block is the same for all iterations. Because there are no branches or targets of branches within a block, and no inter-PE transfers or synchronization points within a block, there is no perceived advantage for the same block to execute in different modes from iteration to iteration; i.e., if a given mode is better for one instance of a block, it should be better for all instances.

Additionally, all blocks that comprise a data-conditional construct are to be implemented in the same mode of parallelism, i.e., for each if construct, all the blocks within the construct are either implemented in SIMD mode, or they are all implemented in SPMD mode. This assumption is necessary because mode changes within data-conditional constructs can translate into operations that cannot be implemented without excessive execution-time overhead [29].

Finally, it is assumed that each iteration of a loop must begin and end execution in the same mode of parallelism. Consider, for example, a sequence of blocks that comprise the body of a loop, such that the first block is implemented in SIMD mode and the last block is implemented in SPMD mode. Between each successive iteration of the loop, a mode-switch from SPMD to SIMD is required to allow the PEs to perform the first block of the next iteration. Because the last block does not end in the same mode as the first block, a mode switch is added at the beginning of the loop body.

4.2: Optimal mixed-algorithm selection

To perform the execution time analysis for a mixed-algorithm, a SIMD/SPMD trade-off tree is constructed where, as before, each block in the program is a leaf node and the data-conditional and control constructs form the interior nodes, with the root node representing the scope of the entire program. For mixed-algorithms, the mode of parallelism may be changed between adjacent sibling nodes, with an appropriate time cost. These mode changes are not represented in the SIMD/SPMD trade-off tree.

For the following discussion, let the ordered pair (T^{SIMD}_{mixed-a}, T^{SPMD}_{mixed-a}) represent the minimum mixed-algorithm execution time estimate for a node n, where n is not the root node for the entire program, i.e., for a subtree with root n that begins and terminates execution in SIMD or SPMD, respectively, but may switch modes zero or more times during execution. The values for T^{SIMD}_{mixed-a} and T^{SPMD}_{mixed-a} include the time required for any mode switches that are performed. In the SIMD/SPMD trade-off tree, interior nodes can represent if constructs, then and else clauses, and for constructs. Recall that for non-leaf nodes corresponding to descendents of data-conditional constructs, mode changes are disallowed. Therefore, for nodes corresponding to if, then, and else nodes, T^{SIMD}_{mixed-a} and T^{SPMD}_{mixed-a} represent the estimated execution time for that node purely in SIMD or purely in SPMD. Recall that for a sequence of nodes that are children of a for construct, the modes of the nodes can differ. However, the first and last nodes must be implemented in the same mode of parallelism or a mode switch is added before the first node. Therefore, the mode of the for subtree is defined to be that of the last node that is a child of that for node. Thus, the only subtree that does not necessarily begin and terminate in the same mode is the node corresponding to the root of the entire program.

There is a cost C^{SIMD}_{mixed} associated with switching to SIMD mode, and a cost C^{SPMD}_{mixed} associated with switching to SPMD mode. The values of C^{SIMD} and C^{SPMD} are assumed to be known constants. It is expected that for the mixed-machine case, C^{SIMD} and C^{SPMD} will be greater than for a single mixed-mode machine, because data may have to be moved between machines. The application of this technique under the relaxed assumption of non-constant mode-switching costs for mixed machines is currently under study.

The following steps are performed to determine the execution times for all nodes:
1) Same as in Subsection 3.2.
Steps 2 and 3 are then performed for each non-leaf node in the order of a depth-first traversal of the tree:
2) Same as in Subsection 3.2.
Because of the single execution mode constraint assumed for data-conditional constructs, T^{SIMD}_{mixed-a} = T^{SIMD}_{d} and T^{SPMD}_{mixed-a} = T^{SPMD}_{d}.
3) Case (a): For each non-leaf node c corresponding to a control construct that is not in a subtree with a data-conditional construct as its root, assign an ordered pair (T^{SIMD}_{mixed-c}, T^{SPMD}_{mixed-c}), which represents the times for executing the control construct at node c, beginning and ending in SIMD and SPMD modes, respectively, including the time to execute all the children of c.

Let the ordered pair (T^{SIMD}_{mixed-iteration}, T^{SPMD}_{mixed-iteration}) represent the minimum mixed-algorithm execution time estimate for a
single iteration of the loop corresponding to node c. Because the last block in the loop is the for_test, and because the first and the last block must be in the same mode of parallelism, T_{SIMD}^{\text{mixed-iteration}} corresponds to performing the for_test in SIMD on the CU, and T_{SPMD}^{\text{mixed-iteration}} corresponds to performing the for_test in SPMD on the PES. Recall that Q is the number of iterations of the loop to be executed. Then (T_{SIMD}^{\text{mixed-iteration}} - T_{SPMD}^{\text{mixed-iteration}}), is given by
\[ T_{c}^{SIMD} = Q \times T_{SIMD}^{\text{mixed-iteration}}, T_{c}^{SPMD} = Q \times T_{SPMD}^{\text{mixed-iteration}}. \]
Recall that if the first node of a loop body and the for_test are in different modes, a mode switch is inserted before the first node in the loop body. This may lead to an unneeded mode switch for the first iteration. This situation is described in detail later.

Case (b): If node c is the descendent of a node corresponding to an if construct, then only pure SIMD and pure SPMD implementations are considered, and the equations for the single-mode analysis methodology are used instead.

4) For the node representing the root, assign the ordered quadruple \((T_{\text{root}}^{SIMD}, T_{\text{root}}^{SPMD}, T_{\text{root}}^{SIMD/SPMD}, T_{\text{root}}^{SIMD/SPMD})\), where \(T_{\text{root}}^{SIMD/SPMD}\) corresponds to the minimum mixed-algorithm execution time required to perform all the children of the root node, beginning in mode X and ending in mode Y.

Thus, it is possible for the root node to avoid a final mode change. This is desirable for mixed-machine implementations, where \(C_{SIMD}^{}\) and \(C_{SPMD}^{}\) are generally large. The minimum quadruple value then represents the best mixed-mode or mixed-machine implementation.

As the SIMD/SPMD trade-off tree is traversed, the deepest levels of the tree are combined by employing the above steps. As the analysis works its way up the tree, higher levels are combined, until only the root is represented. Then the parallel mode for each segment of the program can be assigned. A numerical example for the method described here is illustrated in [29].

One effect that must be considered when traversing the tree is the possibility of adding unnecessary mode switches when going from the for_init block to the first child in the loop body of a for node. For example, consider a for construct such that the for_init block is implemented in SPMD, the first child in the loop body of the for node is implemented in SPMD, and the for_test block (the last child of the for node) is implemented in SIMD, as illustrated in Fig. 4a. Because the last and first nodes are performed one after the other when iterating over the loop, a mode switch from SIMD to SPMD is required before executing the first node. Additionally, by the definition of a for loop node, the mode of the for node is the same as that of the for_test in the loop. Thus, a mode switch from the SPMD for_init node to the SIMD for node is inserted before the first iteration of the loop body. However, immediately after the execution of the for_init, and before the first iteration, the parallel system is already in SPMD mode, which is the mode of parallelism required for the first node in the loop body. By detecting this case, the mode switch from SPMD to SIMD and from SIMD back to SPMD can be avoided for the first iteration, as illustrated in Fig. 4b.

4.3: Computational aspects

Exhaustively testing all possible implementations to find the minimum mixed-algorithm execution time for a node with \(m\) children would require testing \(2^m\) combinations. For nodes with many children, this approach is impractical; therefore, an efficient method of finding the minimum execution time is needed when \(m\) becomes large.

An efficient way of computing \((T_{SIMD}^{\text{mixed-a}}, T_{SPMD}^{\text{mixed-a}})\) is to transform the subtree rooted at node \(n\) into a multistage optimization problem. In multistage optimization problems, proceeding to stage \(j+1\) is possible only by passing through stage \(j\). There is a cost associated with proceeding from stage \(j\) to stage \(j+1\), dependent on the initial state (at stage \(j\)) and the final state (at stage \(j+1\)). In a multistage optimization graph, each state in each stage is represented by a vertex, and edges connecting vertices in stage \(j\) to vertices in stage \(j+1\) indicate valid transitions, each with an associated cost. The goal of a multistage optimization problem is to find the minimum cost path between the initial and final stages, e.g., see [2, 9].

Multistage optimization problems can be solved using Moore's algorithm [20] (a variant of Dijkstra's algorithm [12]) in \(s - 2\) iterations for an \(s\)-stage problem. In each iteration, two successive stages of the problem are reduced to a single stage, so that at the end of \(s - 2\) iterations, only the initial and final stages remain, with connecting edges indicating the minimum cost from each of the states in the initial stage to each of the states in the final stage.

An example of a multistage optimization problem and its solution is illustrated in Fig. 5. Initially, there are 4 stages, numbered from 0 to 3. In the first iteration, for each vertex \(g\) in stage 0, a minimum path is found from \(g\) to each vertex \(h\) in stage 2, passing through stage 1. Stage 1 is then removed from the graph, and new edges are drawn from vertices in stage 0 to vertices in stage 2, indicating the minimum cost to proceed from stage 0 to stage 2 for each possible \((g, h)\) pair. The multistage optimization algorithm is applied again, and the problem is reduced to two stages, indicating the minimum cost to proceed from each initial state to each final
state. By recording the minimum paths selected during each iteration of the algorithm, the path through the entire multistage problem resulting in the minimum cost for each initial/final pair is obtained.

To find the minimum execution time for all the children of a node in the SIMD/SPMD trade-off tree, let a stage and the edges exiting that stage in a multistage optimization graph correspond to a single node. Let each mode of parallelism represent a separate state within each stage. Let the cost associated with each edge correspond to the cost of performing that node in SIMD mode or SPMD mode. Then, before the representation of each node in the multistage graph, include a stage and associated edges representing the cost of a possible mode switch between nodes.

![Diagram of multistage optimization problem and its solution](image)

**Fig. 5:** Example of multistage optimization problem and its solution.

As an example, consider the transformation illustrated in Fig. 6a. To find the minimum mixed-algorithm execution time for a sequence of sibling nodes, each node is modeled as three stages of a multistage graph (numbered 0 to 2 in Fig. 6a) and then joined together to form a multistage optimization graph for the entire sequence of nodes. In each stage, the upper vertex represents SIMD mode, while the lower vertex represents SPMD mode. For stage 0 and its associated edges, a possible mode change is represented. The edge from the upper vertex in the stage 0 to the lower vertex in stage 1 is labeled with the cost of switching from SIMD to SPMD mode. Similarly, the cost of switching from SPMD to SIMD is indicated as the label for the edge from the lower vertex in stage 0 to the upper vertex in stage 1. There is zero cost for remaining in the same mode of parallelism. The edges from stage 1 to stage 2 in Fig. 6a represent the cost of executing the node in each mode. Fig. 6b illustrates the graph for a SIMD/SPMD trade-off tree with three children. The ordered pair $T^0_{mixed}$ is obtained from the solution of the multistage optimization problem.

A node with $m$ children is represented by a multistage optimization problem with $2m + 1$ stages: $m$ stages to represent the nodes, $m$ stages to represent possible mode switches, and one stage to represent the final states at the end of the multistage optimization graph. Thus, $2m + 1 = 2m$ iterations of Moore's algorithm are required to find a solution. For each iteration corresponding to a possible mode switch, $2^2 = 4$ comparisons and $2^2 = 4$ assignments are needed, while for each iteration corresponding to a node execution, no comparisons and $2^2 = 4$ assignments are needed. Thus, finding the minimum mixed-algorithm execution time by this approach has a sequential time complexity of $8m + 4m = 12m = O(m)$ time.

![Diagram of transformation from flow-analysis tree to multistage graph](image)

**Fig. 6:** Transformation from flow-analysis tree to multistage graph.

By recording the minimum path selected at each iteration, the mode of parallelism for each stage is selected. Each edge in the minimum-cost path selected corresponds to performing a node in SIMD, performing a node in SPMD, or performing a mode switch. When the multistage optimization is completed for all the children of a node in the SIMD/SPMD trade-off tree, the execution time information is used to generate the execution time for the parent node. The multistage approach is then applied to the parent node and its siblings. In this way, the analysis works up the trade-off tree until execution costs are obtained for the root node.

5: Summary and future work

The block-based mode selection model proposed establishes a framework on which to build analysis techniques for compile-time selection of parallel modes in an SIMD/SPMD heterogeneous context. The model consists of an algorithm for determining information in an SIMD/SPMD trade-off tree, which is then combined using a set of rules and by employing a multistage optimization technique to determine the minimum mixed-algorithm execution time for a sequence of nodes. With this approach, parallel programs written in a mode-independent language can be mapped onto the architecture and/or mode of parallelism most appropriate for that program or program segment.

There are various extensions to the model that form the basis for future work. The set of control and data-conditional constructs can be expanded to include other useful constructs, e.g. while statements, case statements;
and function calls. The probabilistic model discussed in [29] can be enhanced to consider more fully the effect of juxta-
posed blocks on overall execution time. The framework can also include a more complete model of CPU/PE overlap than used in [29]. Other research may involve more practical aspects of the analysis, for example, the details of incor-
porating the techniques presented here into a parallel com-
piler. Research studies directed toward obtaining the statis-
tical information assumed in this work would provide informa-
tion necessary to implement the model.

For a practical implementation in a mixed-mode environ-
ment, the time to move between machines will not be a con-
stant for all blocks, and decisions at one point will impact future data movements. Therefore, an important exten-
tion to this study is to examine the case where the cost of switch-
c ing machines is not constant, but depends on the size, loca-
tion, and usage of data within the program.

Another research area that is the subject of future work is the impact on the analysis of including computation models other than SIMD and SMPI, e.g., MIMD and vector pro-
cessing. The incorporation of other parallel/vector models would form the basis for future efforts to provide compiling tools for heterogeneous systems.
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