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Abstract

Mobile IP has been developed by IETF to handle mobility ofinet hosts at the network layer. Mobile IP
suffers from a number of drawbacks, one of which is low swaility due to single-point failure of Home Agents.
In our previous study, &mless P diversity based éneralized Mbility Architecture §1 GVIA) was proposed to
support low latency, low packet loss IP mobility. In this papwve show that the location management scheme used
in SI GVA can enhance the survivability of the mobile network. We tgvean analytical model to evaluate the
survivability of SI GVA as compared to that of Mobile IP. Numerical results have shitve improvement in system
response time and service blocking probabilitySbfGVA over Mobile IP in practical environments under the risk

of hardware failures and distributed DoS attacks.

. INTRODUCTION

Mobile IP (MIP) [1] is designed to handle mobility of Inteimnbosts at the network layer. Several
drawbacks exist when using MIP in a mobile computing envitent, one of which is low survivability
due to single-point failure of Home Agents. Mobile IP is bhem the concept of Home Agent (HA) for
recording the current location of the Mobile Host (MH) andwarding packets to MH when it moves
out of its home network. In MIP, the location database of la#l mobile nodes are distributed across all
the HAs that are scattered at different locations (home owds). According to principles of distributed
computing, this approach appears to have good survivalilibwever, there are two major drawbacks to

this location management scheme as given below:

. Each user’s location and account information can only bessible through its HA. The transparent
replication of the HA, if not impossible, is not an easy taskitanvolves extra signaling support as
proposed in [2].

. HAs have to be located in the home network of an MH in order tergept the packets sent to the
MH. The complete home network could be located in a hostilerenment, in the case of failure of

the home networks, all the MHs belonging to the home netwaskld/no longer be accessible.



As the amount of real-time traffic over wireless networkspgsegrowing, the deficiencies of the network
layer based Mobile IP, in terms of high latency and packes,lbt®@comes more obvious. Since most of
the applications in the Internet are end-to-end, a trandpger mobility solution would be a natural
candidate for an alternative approach. A number of traridpger mobility protocols have been proposed,
for example, MSOCKS [3] and connection migration solutiohifdthe context of TCP, and M-SCTP [5]
and mobile SCTP [6] in the context of SCTP [7]. In our previousdgtin [8], we proposed an new
architecture for supporting low latency, low packet lossbitity called Seamless P diversity based
Generalized_Mbbility Architecture §I GVA), and evaluated its handover performance compared with
MIPv6 enhancements.

The location management and data traffic forwarding funetimm SI GVA are decoupled, allowing it
to overcome the drawbacks of MIP in terms of survivability.3I GVA, Location Managers (LM) can
be combined with DNS servers, which can be deployed anywineitge Internet and in a highly secure
location. Also, it would be fairly straightforward to dugpdite the LMs since they are not responsible for
user data forwarding.

In the literature, two recent papers that have addresseattitdem of MIP survivability are [9] and [10].
Ref [9] proposed a procedure to let MH register with multipl&R& to avoid single point failure. Ref [10]
used a similar idea as SIGMA, and the authors proposed a wapve HA (they call it Location Register)
to a secure location and duplicate HA through some traosiatervers or a Quorum Consensus algorithm
borrowed from distributed database systems. But none ofdperp analytically models the survivability
of MIP. Through analytical models, thabjective of this paper is to show that the location management
scheme used sl GVA can enhance the survivability of the mobile network. Tdoatributions of the
current study can be summarized as:

« lllustrate the reason dbl GVA can achieve better survivability than MIP.

« Develop a analytical model based Markov Reward Process tordete the survivability of location

management schemes.

« Compare the survivability o8l GVA and MIP in terms of system availability and user response.tim

The rest of this paper is structured as follows: Séaeviews the location management scheme used
by SI GVA, Sec.lll illustrates the basic reason 8f GVA being able to achieve better survivability than
MIP. The analytical model is described in S&¢.and the numerical results are shown in SécFinally,

the concluding remarks are presented in SAc.
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Fig. 1. Location management Bl GVA

Il. LOCATION MANAGEMENT OF SI GVA

SI GVA needs to setup a location manager for maintaining a datalfatbe correspondence between
MH's identity and its current primary IP address. Unlike MtRe location manager sl GVA is not
restricted to the same subnet as MH’s home network (in BlcGVA has no concept of home or foreign
network). The location of the LM does not have impact on thedoaer performance ddl GVA. This
will make the deployment o8l GVA much more flexible than MIP.

The location management can be done in the following se@uaachown in Figl: (1) MH updates
the location manager with the current primary IP addregsWgen CN wants to setup a new association
with MH, CN sends a query to the location manager with MH’s tdgnhome address, domain name,
or public key, etc.) (3) Location manager replies to CN with turrent primary IP address of MH. (4)
CN sends an SCTP INIT chunk to MH’'s new primary IP address topstte association.

If we use the domain name as MH’s identity, we can merge thatime manager into a DNS server.
The idea of using a DNS server to locate mobile users can bedrbhack to [11]. The advantage of this
approach is its transparency to existing network appbeatihat use domain name to IP address mapping.
An Internet administrative domain can allocate one or mocation servers for its registered mobile users.
Compared to MIP’s requirement that each subnet must haveaidocnanagement entity (HARl GVA
can reduce system complexity and operating cost significhgtnot having such a requirement. Moreover,

the survivability of the whole system will also be enhanceddscussed in Sedll .



[11. SURVIVABILITY COMPARISON OF SI GVA AND MIP

In this section we discuss the survivability of MIP aBIGVA. We highlight the disadvantages of MIP

in terms of survivability, and then discuss how those issarestaken care of Bl GVA.

A. Survivability of MIP

In MIP, the location database of all the mobile nodes areidiged across all the HAs that are scattered
at different locations (home networks). According to piites of distributed computing, this approach
appears to have good survivability. However, there are twagondrawbacks to this distributed nature of

location management as given below:

. If we examine the actual distribution of the mobile usergdtion information in the system, we
can see that each user’s location and account informationoody be accessible through its HA;
these information are not truly distributed to increasedhvivability of the system. The transparent
replication of the HA, if not impossible, is not an easy taskitanvolves extra signaling support as
proposed in [2].

. Even if we replicate HA to another agent, these HAs have toobatéd in the home network of an
MH in order to intercept the packets sent to the MH. The coteph®me network could be located
in a hostile environment, such as a battlefield, where theipitisy of all HAs being destroyed is
still relatively high. In the case of failure of the home netks, all the MHs belonging to the home

network would no longer be accessible.

B. Centralized Location Management of SI GVA offers Higher Survivability

Referring to Fig.1, SI GVA uses a centralized location management approach. As destuis Secll,
the location management and data traffic forwarding funetiom SI GVA are decoupled, allowing it to
overcome many of the drawbacks of MIP in terms of survivabilsee Seclll-A) as given below:

« The LM uses a structure which is similar to a DNS server, or bandirectly combined with a
DNS server. It is, therefore, easy to replicate the Localtanager ofSI GVA at distributed secure
locations to improve survivability.

« Only location updates/queries need to be directed to theDada traffic do not need to be intercepted
and forwarded by the LM to the MH. Thus, the LM does not havedddzated in a specific network
to intercept data packets destined to a particular MH. Itassble to avoid physically locating the
LM in a hostile environment; it can be located in a secure remvnent, making it highly available

in the network.
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Fig. 2. Survivability ofSI GVA's location management.

Fig. 2 illustrates the survivability oSl GVA's location management, implemented using DNS servers
as location servers. Currently, there are 13 servers in ttegniet [12] which constitute the root of the
DNS name space hierarchy. There are also several delegateel servers in the DNS zone [13], one of
which is primary and the others are for backup and they shax@ramon location database. If an MH’s
domain name belongs to this DNS zone, the MH is managed byaire rservers in that zone. When the
CN wishes to establish a connection with the MH, it first sendscaest to one of the root name servers,
which will direct the CN to query the intermediate name sesvierthe hierarchy. At last, CN obtains
the IP addresses of the name servers in the DNS zone to whachlith belongs. The CN then tries to
contact the primary name server to obtain MH’s current locatlf the primary server is down, CN drops
the previous request and retries backup name server 1, amal. 89hen a backup server replies with the
MH’s current location, the CN sends a connection setup messalyiH. There is an important difference
between the concept of MH's DNS zone $ GVA and MH’s home network in MIP. The former is a
logical or soft boundary defined by domain names while thiedas a hard boundary determined by IP
routing infrastructure.

If special software is installed in the primary/backup nassevers to constitute a high-availability
cluster, the location lookup latency can be further reduéaging normal operation, heart beat signals
are exchanged within the cluster. When the primary name s@wes down, a backup name server
automatically takes over the IP address of the primary seiequery requests from a CN is thus

transparently routed to the backup server without any needetransmission of the request from the CN.



Other benefitsSI GVA’'s centralized location management over MIP’s location aggment can be

summarized as follows:

« Security: Storing user location information in a central secure blasa is much more secure than
being scattered over various Home Agents located at diffesgb-networks (in the case of Mobile
IP).

« Scalability: Location servers do not intervene with data forwardind taghich helps in adapting to
the growth in the number of mobile users gracefully.

« Manageability: Centralized location management provides a mechanismnfarganization/service

provider to control user accesses from a single server.

IV. ANALYTICAL MODEL

The aim of our model is to perform a combined analysis of systavailability and performance
evaluation. J. Meyer created a new measure cgléormability in [14], [15], which will be used in
this paper to measure the survivability of a system. A pertdility model consists of a availability sub-
model, a performance sub-model, and a glue model that centiése two sub-models. We choddarkov
Reward Model as the glue model since it provides a natural framework foinéegrated specification
of state transitions due to server failures and the systamomp@ance (equivalent to reward) under each

system state.

A. Networking Architecture

The networking architecture been considered in the aralythodel is shown in Fig3. The router in
Fig. 3 forwards location updates from MHSs, location queries fromsChind DDoS attack traffic t&v
location managers according to a round-robin policy. Eadation manager has an independent queue
of size K packets. After being processed by one of location managfesacknowledgement/reply to the

update/query/attack packets are transmitted back to thigjmators.

B. Assumptions and Notations

We have made the following assumptions in our analytical ehta make it computationally tractable:

« Arrival of location updates, queries, and DDoS attacksRuoieson processes.

. Location managers can not differentiate DDoS attack tréfim legitimate traffic.

« All location managers share common set of MH’s mobility tivgs.

« Processing time of location updates, queries, and DDoSkattare exponential distributed and have

same mean value.
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Fig. 3. Queuing model ofV location managers

« Hardware failures can be perfectly coverede. system can degrade gracefully when one of the
working server fails.
. Hardware failures always occurs on the servers with healoasl.

Following are the notations that will be used in the anabjtimodel:

N total number of location managers.

Aus Ags A, arrival rate of location updates, queries, and DDoS attedpectively.
A summation of\,, A\,, A,.

1 location manager processing rate.

K gueue size of each location manager (packets).

v, 0 hardware failure rate and repair rate, respectively.

T mean time to failure (MTTF)

o) mean time to repair (MTTR)

C. Combined System Availability & Performance model for SGMA survivability

The objective of our model is to determine the average respdime and blocking probability of
SIGMA under the impact of hardware failures and DDoS atta@#s use a two-dimensional Continuous
Time Markov Chain (CTMC) to capture system characteristice 3tate transition diagram is shown in
Fig. 4, in which each state is labelled a&f, L), whereN,, is the number of currently working servers
and L is the total number of packets in the system. Whén equalsN, since each server has a queue
size of K, the maximum value of. is K = N x K. Similarly, WhenN,, equalsN — 1, the maximum
value of Lis K'= (N — 1) x K.

We illustrate the transition diagram through several eXasp

In an imperfect coverage system, some failures are impossible tabetetband the failure of one component will halt the whole system.



« current state is/{,0), the hardware failure of any one server (happens withteaata/V+) will make
the next state/{ — 1,0).

« current state is/{,1), arrival of one update/query/attack packet will chatige state to §/,2). Since
router use a round-robin policy, each server has equal sifdoad. Therefore, the transition rate is
A/N.

« current state is/{,2), departure of one packet will change the stateNolj. Since each server has
equal processing rate of, therefore, the transition rate jg//NV.

« current state is/{,2), one hardware failure will make the next staté{ 1,1). Since we assume the
hardware failure always occurs on the servers with healoast (equals one in this case), the packets
assigned to the failed server will be lost.

. current state is/{ — 1,1), the repair of the failed server will change the state/9f1).

Fig. 4. State digram ofV location managers

We can determine each element of infinitesimal generatorixnat of CTMC shown in Fig.4 as



follows:

A/ Ny j=1+1,L; < N,K (arrival)
1 j=i—1,L;>1 (departure)
YNy j=i— |t = E@e=h o (failure)
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0 other j # i
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Where L; is the total number of packets in system when current sta@bidled asi, andm is the size

of matrix, which is given by:
N(N +1)
2

m=K + (N +1) (2)

In the failure case in Eqrl, j is determined by:
Ny—1 zK i—1= Zi\fg—l Zﬂzﬂf 1 Nu—2 zK
j o= (i—l—ZZﬁ)—{( o ) +(1+221)

=0 2z=0 =0 2z=0
(i =1 =it )
Nw

= [z’—(Nw—l)K—l]—{

)

, W—lw K(N,—1)
Z — —_
Ny 2
Once we have determined the infinitesimal generator mélrisve can compute the stationary distrib-
ution of the CTMCr by:

Q=0 (4)

When a packet arrives, if the system is in state (0,0) or a stheze (V,,,NV,, K), the packet is dropped

since no service is possible. Therefore, the blocking fribacan be calculated by:

P, = wBT
where B = [1,By,---B;--- By,
and B; = [0,---0,1];x41,j=1,---,N (5)

The average number of packets in the whole system can belataldiby:

En] = mo
where v = [vg, vy, - v; - UN],

and v; = [0,1,---jK],j=0,---,N (6)



According to Little’s law, the system response time can berdeined by:

_ _E@n] _ En]
E[T] B )\accepted B )\<1 - Pb) (7)

D. Analytical Modd for MIP survivability

In this section, the survivability of MIP is analyzed. We ube same assumptions and notations as
used forSI GVA in Sec.lV-B. In addition to the notations in Seld/-B, let \; be the arrival payload data
traffic rate at HA, them\ = A, + A, + A\, + A\s. Two modes of MIP will be considered here:

« single server mode: only one HA available for one network. Once failure happetisservice requests

are blocked until the server repaired.

. standby mode: there are multiple HAs available, one of which is the prijmBiA. Once the primary

HA fails, one of the backup HAs will be switched in within timig,,. During 7,,, all service requests

are blocked.

Both these two MIP modes can be modelled by a CMTC as shown irbFAg.any time, there can only
be at most one HA serving requests. Any hardware failuremale the state from (L) (L =1,2,---, K)
to (0,0). In single server model, state (0,0) models the fioneserver repair, whereas in standby mode,
state (0,0) models the time required for switching a starstsyer into primary one. Therefore, the value

of § in Fig. 5 can be determined as follows:

—L_ (single server mode
5= { TTRE  (Sing Vi ) @)

Tjw (standby mode)

From now on, we can use the same technique as used in\&€cto compute the average system

response time and service blocking probability by settMg- 1, and) to the value given in Eqr8.
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Fig. 5. State digram of MIP HA



V. NUMERICAL RESULTS

In this section, we evaluate the survivability 8F GVA through the analytical model developedI.
The survivability of SI GVA is also compared with that of MIP. The survivability is measl by the

combined performance index in terms of system responsedimdeblocking probability.

A. SSGMA survivability

First, we look at the impact of DDoS attack strengi))(on the system response time. We 3et 3,
A =02, \, =04, p=2,1/0 =24 hours, andX = 10 packets. As shown in Fids, when DDoS attack
has a higher strength, the system response time incream@stitrally to as high as four times of normal
values. Also, when the hardware failure is more frequenta(&mMTTF values), the system response

time also increases due to less working server availabledoegs client requests.
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Fig. 6. Impact of DDoS attack strength on system response time

Next, we look at the impact of DDoS attack strength on theesgdblocking probability. As shown in
Fig. 7, when DDoS attack has a higher strength, the system blogkiogability increases as well, due
to less buffer space available to serve legitimate cliequests. As expected, the small€ris, the larger
the impact of DDoS attack on blocking probability. Therefoincrease the value df can decrease the
sensitivity of system blocking probability to DDoS attack.

Fig. 8 shows the impact of MTTR on system response time. We can wbghat the longer time
repairing requires, the higher the average response timis. i because once a server fails, it needs
longer time to repair it. Thus less working server is avddao process client requests when MTTR is

higher, which results in a higher response time.
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Finally, Fig.9 shows the impact of limiting availability on system respatise. The limiting availability
is defined asy = %, which denotes the long range average percentage of aeatiate. As

expected, whem increase, the system response time decrease.

B. Survivability comparison of SI GVA and MIP

Now, we compare the survivability @I GVA against MIP. First, we look at the impact of DDoS attack
strength §,) on the system response time, with = 0 and7,, = 10 minutes, as shown in Fid.0. We
can observe that the average response time in both modesPidvthuch higher than that of SIGMA,
even with A\, = 0. The value of MTTF does not have an impact on the response fom&IP. This

is because we only consider the response time for non-tdookguests. Higher MTTF will results in
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system staying in available state more time, but more qugugelays will be incurred, these two effects

are cancelled out, leaving no effect on the overall resptinse.
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Next, we compare the impact of DDoS attack strength on thécgeblocking probability ofSI GVA
against MIP. As shown in Fidgll, when DDoS attack has a higher strength, all schemes incighemh
service blocking probability. Howevesl GVA has a lower blocking probability than both modes of MIP.
For MIP standby mode, MTTF does not have obvious impact owiceeblocking probability. This is
because that’,, is 10 minutes, which is so small compared to MTTF. Once HAsfatl can be deemed
as to be replaced by a new one immediately.

Fig. 11 compare the impact of data traffic strength on the servicekilg probability of SI GVA
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against MIP, with)\, = 1. SinceSI GVA decouples the location management from data forwardirg, th
data traffic strength does not have impact on the serviceinlggrobability. For MIP, the data traffic will
contend with location management traffic for the buffersslathich will increase the blocking probability.
This observation justifies our initial design of decouplihg location management from data forwarding
function in SI GVA.
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Fig. 13 compare the impact of hardware limiting availability on tlesponse time o8l GVA against
MIP. As in the case of MTTF in Figl0, the limiting availability does not affect the response diof
MIP. Since MTTR is fixed, the limiting availability only depds on MTTF according to its definition. In



comparison, highetr. (which means server hardware is more reliable) will resaltswer response time
for SI GVA.
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VI. CONCLUSIONS

In this paper, we show that the location management scheettinSI GVA can enhance the survivabil-
ity of the mobile network. We developed an analytical modetdrl Markov Reward Process to evaluate
the survivability of location management schemes. Throtigh model, the survivability oSl GVA as
compared to that of Mobile IP. Numerical results have sholaa itnprovement system response time
and service blocking probability ddl GVA over Mobile IP in practical environments under the risk of

hardware failures and distributed DoS attacks.
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