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Abstract— Paging is a well established technique to reduce
signalling cost in mobile devices. Different proposals in literature
has shown the implementation and improvement of Mobile IP
with paging. Here we propose P-SIGMA, an improved, more
signalling cost effective version of SIGMA, an IP diversity based
end to end transport layer mobility scheme. We show that with all
the benefits of a transport layer mobility management scheme
like SIGMA, P-SIGMA, as a mobility management scheme, is
more efficient in terms of location management and is more cost
effective in terms of signalling load.

I. INTRODUCTION

Increasing demand for mobility in wireless data network has
given rise to various mobility management schemes. Mobile IP
(MIP) [1] is a network layer based scheme to handle mobility
of Internet hosts for mobile data communication.

To solve a number of deficiencies of MIP, such as high
handover latency [2], high packet loss rate, inefficient routing
and conflict with security solutions [3] With the growing flow
of real time traffic over wireless networks, these problems
become more and more apparent. A few improvement has been
suggested over Mobile IP to overcome these short-comings
like Mobile IPv6 (MIPv6) [4], Fast handovers for MIPv6 [5]
and Hierarchical MIPv6 [6]. But none of these solutions could
reduce the high latency and resulting high packet loss. As most
of the applications in the internet is end-to-end, a transport
layer solution should be more appropriate, a new transport
layer based scheme for mobility management called Seamless
IP diversity based Generalized Mobility Architecture (SIGMA)
[7], has been proposed.

Fig. 1 illustrates the handoff and location management of
SIGMA. It is based on exploiting IP diversity to support
seamless handoff and has the advantage of requiring no change
in the network infrastructure. The ability of having multiple IP
addresses by an MH using multiple network interfaces, which
is rather common now, and using them simultaneously is called
IP diversity. As an MH moves into the overlapping region of
two neighboring subnets, it obtains a new IP address from
the new subnet while still having the old one as its primary
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Fig. 1. DNS as a Location Manager.

address. When the received signal at the MH from the old
subnet goes below a certain threshold, the MH changes its
primary address to the new one. When it leaves the overlapping
area, it releases the old address and continues communicating
with the new address thus achieving a smooth handoff across
subnets. SIGMA requires a Location Manager (LM) to enable
Correspondent Nodes (CN) to locate the Mobile Host (MH).
Location management in SIGMA is done using DNS [8],
[9] as almost every Internet connection starts with a name
lookup. Whenever an MH changes its address, the DNS entry
is updated so that subsequent requests can be served with the
new IP address.
SIGMA is fundamentally based on the concept that it would

not require any change in the network infrastructure. However,
introduction of some well established technique, like paging,
with SIGMA, that might increase the efficiency of this mobility
management scheme at the cost of some changes in the
network. The changes would not be required at the backbone
of the network, but would be at the very end of network, where
the gateways need to communicate with MHs to establish last
hop of the connection.

Paging is a widely deployed technique to locate and com-
municate with dormant devices in cellular networks [10], [11].
If any call is destined for a particular cell phone, the base
stations probe their coverage areas to locate that cell phone
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and when found, establishes the call. Paging can be integrated
with IP network to reduce signalling load on the network [12].
A number of works have been done in recent past that propose
different paging schemes for Mobile IP. Cellular IP [13] and
Hawaii [14] are two micro-mobility management techniques
that examined their inter-workability with Mobile IP. Mobile
IP Regional Paging [15] enables mobile hosts to move in an
idle power saving mode within a known location. A set of
simple paging extensions for Mobile IP has been proposed and
elaborated by Zhang et al. [16]. Combinatorial Mobile IP [17]
applies hierarchical architecture and paging in cellular network
to Mobile IP. Ramjee et al. [18] summarizes different paging
protocols, architecture and algorithms. All these work have
Mobile IP as their primary focus. However, the authors are
not aware of any work in the literature (including these above
mentioned ones) that discusses paging-enabled transport layer
end-to-end mobility scheme and the resulting improvement of
the signalling cost for that scheme. The objective of this paper
is to introduce a paging extension for a transport layer end-
to-end seamless mobility management scheme, SIGMA, and
to analyze the improvement of signalling cost and location
management. Our contributions in this paper are (i) introduc-
tion of a paging enabled transport layer end-to-end mobility
management scheme, and (ii) analysis of efficiency of location
manager and signalling cost improvement of the scheme.

Our results illustrate that P-SIGMA substantially reduces
the signalling cost of SIGMA. Moreover, Fu et al. [19]
showed that SIGMA has lower signalling cost than MIPv6.
So we can deduce that P-SIGMA is a more cost effective
mobility solution and less-burdensome on network than both
SIGMA and MIPv6; and incorporating paging with SIGMA is
a feasible tradeoff between change in infrastructure and cost
improvement.

The rest of the paper is organized as follows. Sec. II gives
an overview of SIGMA. Sec. III develops protocol, architecture
and algorithm of P-SIGMA. Secs. IV and V show signalling
cost model and the results demonstrating the improvements,
respectively, followed by conclusions in Sec. VI.

II. OVERVIEW OF SIGMA

There has been a few transport layer mobility solutions
that tried to implement end-to-end mobility [20]. SIGMA is
a complete mobility management scheme implemented at the
transport layer that supports soft handoff, location manage-
ment and reduced loss and latency [7], [20], [19].

A. SIGMA Handoff

Handoff occurs when a mobile device changes its point
of attachment while still continuing with the service that it
has been providing. In a layered network architecture for
data communications, handoff management can be managed
at different layers. For example, Mobile IP (MIP) [1] is a
network layer based handoff management scheme from IETF,
MSOCKS [21] is a transport layer solution, and IEEE 802.11b
follows a Layer 2 solution for handoff.
SIGMA exploits IP diversity offered by multiple interfaces

in mobile devices. During the handoff process, the MH has

two IP addresses one for each of the neighboring subnets
and communicates with both the APs at the same time
with multiple interface cards which is becoming common for
mobile devices. This support for multiple IP address is called
IP diversity. When a MH moves into the coverage of a new
subnet, it obtains a new IP address while retaining the old
one in the overlapping area of the two subnets. The MH
communicates through the old IP address while setting up a
new connection through the newly acquired IP address. When
the signal strength of the old Access Point (AP) drops below
a certain threshold, the connection is handed over to the new
subnet and the new IP address is set to be the primary one.
When the MH leaves the overlapping area, it releases the old
IP address and only communicates over the new IP address.
The duration of the MH in the overlapping area and the time
during which the MH communicates over both IP addresses
depend on the velocity of the MH and the power of the signals
from the access points. Each time the MH handsoff to a new
subnet, it updates the DNS with its new IP address [7].

B. SIGMA Location Management

Location management refers to the task of locating (finding
the IP address) a Mobile Host (MH) by a Correspondent Node
(CN) in order to initiate and establish a connection. Location
management should be transparent to the CN, and it should
provide a valid address to the CN.
SIGMA deploys Domain Name System (DNS) [22] server

as location manager [9]. Whenever a MH changes its point
of attachment, it will register the new IP address with the
Authoritative Name Server via dynamic secure update [23]. As
DNS is invariant and almost ubiquitous connection originator,
all subsequent queries to the DNS for the MH will be served
with the new IP address reflecting the new location of the MH.

Fig. 2 shows the sequence of updates to the ANS by the
MH. When the MH reaches the boundary of the overlapping
area of the two subnets, it obtains a new IP address (time t1)
and sends an update message to the ANS that stores the new
address along with the old one in the DNS, with higher priority
being assigned to the old IP address. Later on, when the MH
hands off based on relative signal qualities of the two access
points (time t2), it sends another update message with the new
IP address as the first address followed by the old IP address.
When the MH leaves the overlapping area (time t3), it sends
an update to the ANS to remove the old IP address. In the
overlapping area, ANS responds to location queries with two
addresses, the order being determined by the physical location
of the MH in the overlapping area.

III. OVERVIEW OF P-SIGMA

[24] shows that 69% of the mobility is local. Many of MH
movements are in an idle mode, which basically indicates the
MH is not receiving any data for a certain period of time.
These idle MHs really need not to to update its location
whenever they are moving locally. So, if local movements can
be handled without signalling, that would be a huge reduction
of signalling load. Only when the MH is active and sending
and receiving data, MH requires to update its location.
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Fig. 2. MH’s IP addresses in different stages of Handoff and their respective
DNS updates.

Paging technique exploits this differentiation between idle
and active MHs. Paging schemes allows an idle MH roam
without updating its location information. [12] defines paging
in IP networks as a consequence of an idle MH bound packet.
It is signalling by the network through APs to locate an MH to
establish a last hop connection. In this section, we incorporate
paging with SIGMA and discuss the architecture, protocol and
algorithm of that paging scheme. We call this paging extension
of SIGMA as P-SIGMA.

A. P-SIGMA Architecture

The first and most fundamental concept for paging is the
Paging Area (PA). It is a set subnets whose APs are controlled
by a single gateway. Thus, a PA is controlled by a gateway,
called Paging Gateway (PGW). An idle MH can change
subnets within a PA without updating its location information.
But when an MH crosses a PA, it has to update the DNS with
its new IP address.

The formation of paging area is another important aspect.
The PGW needs to know which APs it is controlling. The
MH also needs to know whenever it is crossing a PA. There
are two ways of forming a PA. The first one is assigning a
pre-determined PA ID to the APs that are under a single PA.
This ID can be advertised along with the router advertisement.
Each time the MH enters a new subnet, it would receive
that IP along with the router advertisement and based on that
determines whether it is in the same PA or not. If MH receives
the same ID, it means MH is in the same PA and take action
accordingly. If not, then MH would think it has crossed PA
boundary.

The other one is advertising the set of domain addresses of
each of the subnets instead of an ID. For example, if three
subnets under one single PA has domains 10.1.5.x, 10.1.6.x
and 10.1.7.x, these three addresses would be advertised with
the router advertisement. So, as long as the MH stays within
these domains, it knows that it is in the same PA.

The benefit of the first one is it is easier to implement
and has less load. But the later one enables to implement
over-lapping PA and adaptive paging. This is our initial work
on paging with SIGMA, and we would not use overlapping
PA. Thus, for P-SIGMA, ID based PA detection is more
appropriate. Fig. 3 illustrates the architecture of P-SIGMA.
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Fig. 3. DNS as a Location Manager.

B. P-SIGMA Protocol

Another fundamental decision of any paging scheme is how
to identify an idle MH. Almost all the paging scheme follows
a similar approach and we are going to do so for P-SIGMA.
If an MH does not receive any packet for a certain period
of time, T , it goes to the idle mode. Whenever it receives a
packet, it goes to active mode and restarts T .

Ramjee et al. [18] defines paging protocol as determination
of the node that initiates paging. [18] classifies the protocols
of paging schemes as (i) Home Agent (HA) Paging: HA of
Mobile IP stores the location information of idle mobile hosts
and initiates paging upon reception of packets destined to an
idle MH; (ii) Foreign Agent (FA) Paging: Paging is initiated
by the MH’s last attached FA; (iii) Domain Paging: Routing
state is distributed among the routers and base stations in a
domain and MH’s last attached router initiates the paging.

Fig. 3 describes the paging protocol of P-SIGMA. As
P-SIGMA does not have any HA or FA, the first two classes
are not applicable to our case. As routing in SIGMA is done
based on domains, so natural choice of paging protocol for
P-SIGMA would be a variant of domain paging. Just like
domain paging, P-SIGMA paging is initiated by MH’s last
attached router or gateway. But as it is an end-to-end solution
and location management is done using DNS, all the routers in
the middle does not require to know the state of the connection.
Whenever MH moves out of its subnet but still within the PA
in an active state, it performs SIGMA handoff (Sec. II-A) and
continues its communication with the CN with the new IP
address of the new subnet and MH updates the PGW with the
new IP address. But when the MH crosses PA, it performs
SIGMA handoff and updates both the LM and PGW with the
new address (Sec. II-B). But when in idle state, when MH
crosses a subnet, it does not obtain any new IP address as
long as it stays within the PA. When MH moves into a new PA
in idle state, it obtains an IP address from the corresponding
subnet and registers it with the LM as described in Sec. II-
B. The difference in DNS updating strategy for SIGMA and
P-SIGMA is, for P-SIGMA, as illustrated in Fig. 2, the IP 2
would be the IP address obtained from the new PA instead
of a new IP address obtained from any neighboring subnet as
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in SIGMA.

C. P-SIGMA Algorithm

[18] refers to the paging algorithm as technique and location
of paging and classifies paging algorithms into three classes:
(i) Fixed Paging: the APs that form the PA is fixed by the
network administrator and pages all the subnets under it when
required; (ii) Hierarchical Paging: a generalization of fixed
paging such that different hierarchy of PA is formed and if a
paging is timed out for a certain PA, then the PA at the higher
level is paged; (iii) Last-location Paging: first pages only the
last known subnet of MH and if not found, then pages the rest
of the subnets in the PA.

As paging is implemented at the last attached gateway for
P-SIGMA, a combination of fixed and last-location paging is
more suitable. If prior knowledge of the mobility pattern of
MHs in a particular subnet is available, then if the mobility
is low in that subnet, last location paging would be more
appropriate choice. For other cases, fixed paging would be
implemented. For example, if a subnet is in a cafe, the mobility
would be low but if it is in a highway, mobility would be very
high. In a particular PA, depending on the subnet, both of
these techniques might be implemented together. In that case,
the PGW needs to decide which technique to follow based
on the last attached subnet. The paging would be done using
the MAC address of the MH as it remains unchanged for a
particular interface. Fig. 4 depicts the paging algorithm for
P-SIGMA. In the figure, the connection request to MH 1 is
done using last-location paging and to MH 2 is done using
fixed paging.
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Fig. 4. DNS as a Location Manager.

D. P-SIGMA Location Management

Paging actually introduces a hierarchy of location manage-
ment. DNS has the most updated address of the MH that
represent the current PA. On the other hand, PGW has the
exact address of the MH. Here it is mentionable that, PGW
would be a light weight LM because it would not keep a large

set of records like DNS, rather it would just keep a mapping
of MAC to IP address for each MH under it. So update cost
of PGW would be significantly less than DNS. Moreover,
PGW is just one-hop away from the corresponding AP. So,
the possibility of a query failure [9] is close to zero as the
PGW would be updated before the MH leaves the overlapping
area. Thus, the PGW would be able to forward the packet to
the MH without failure because in the overlapping area, the
MH can be reached with multiple address (Sec. II-A).

Fig. 3 describes the location management in P-SIGMA. Any
connection request from a CN would initiate from a DNS
lookup which would be served with the IP address of the MH
that corresponds to a particular PA. As all packets destined
to the domain addresses of the subnets under a particular PA
would be sent to the PGW of the PA, the connection initiation
request would first reach the PGW. If the MH is in active state,
PGW knows the current address of the MH and forwards the
initiation packet to MH. On the other hand, if MH is in idle
state, PGW would page the subnets under its control (Sec.
III-C). When MH receives a paging message, it registers itself
with the subnet it is in and updates the PGW and moves to
active state from idle. Then the PGW sends the packet to the
new address of MH. Then the MH updates the CN with its
news address and the subsequent communication is done using
the end-to-end transport layer communication.

IV. PERFORMANCE ANALYSIS

Introduction of paging to SIGMA has a two-fold improve-
ment. First, for movement within a PA, the location update
is done to PGW, which is light weight and very close to the
AP. Thus the update and communication cost would be less
and the location management can be done with higher success.
Secondly, as the idle hosts are not updating them with the PA,
it would significantly reduce the signalling cost.

A. Performance improvement of LM

PGW is just one hop away from all the APs under its
control. Thus the time taken to update PGW is very low. So,
we can assume that the PGW would always be able to reach
the MH without any failure (Sec. III-D).

Now, for SIGMA, let for an MH in a particular subnet,
Tcr = the fraction of time during which DNS would serve

incorrect IP address during handoff process
T res

sub = the residence time of an MH in a particular subnet
Then, we can find the number of failures during a sin-

gle handoff as E[χ(Tcr)] and total number of queries as
E[χ(T res

sub )] where χ(t) represents number of queries within
time t. If λ is the arrival rate of name lookup query to the
LM, we have E[χ(Tcr)] = λTcr and E[χ(T res

sub )] = λT res
sub .

The success of DNS as a LM, depends on the fraction of
time it can successfully serve the right IP address out of all
the queries. So, Success Rate, ρ, can be defined as

ρ =
E[χ(T res

sub )]− E[χ(Tcr)]
E[χ(T res

sub )]
(1)

But for P-SIGMA, DNS is updated only when the MH
crosses a PA. We assume that PGW would not serve any
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incorrect IP address. So, Tcr = 0 for PGW. Thus, if there
are k subnets in a particular PA, the success rate of location
manager in P-SIGMA, ρP can be defined as

ρP =
kE[χ(T res

sub )]− E[χ(Tcr)]
kE[χ(T res

sub )]
(2)

So, the performance improvement, φ, would be defined as
ρP

ρ which would be

φ =
kE[χ(T res

sub )]− E[χ(Tcr)]
E[χ(T res

sub )]− E[χ(Tcr)]
(3)

B. Signalling Cost

The signalling cost analysis of SIGMA is done in [19].
This section introduces the signalling cost for P-SIGMA and
compares with the cost of SIGMA.

Variables for SIGMA and P-SIGMA
lml = avg. no. of hops between MH and LM
lmc = avg. no. of hops between MH and CN
Nmh = total number of MH
Ncn = avg. number of CN communicating with a MH
T res

sub = Subnet residence time of MH
S = no. of sessions per transport layer association where

MH is a server
λs = per sessions arrival rate
λp = avg. paging request arrival rate
LUml = Transmission cost of one location update from MH

to LM
BUmc = Transmission cost of one binding update from MH

to CN
γl = Processing cost at LM
δUL = per hop location update message transmission cost

from MH to LM
δUB = per hop binding update message transmission cost
ψ = linear coefficient of no. of MH to lookup cost
vl = LM look up cost per sec for each association
ω = ratio of MHs that are servers to total MH
σ = session-mobility ratio defined as λs × T res

sub .
Variables for SIGMA
ΨLU

LM = Location manager update cost per sec
ΨBU

MC = binding update cost per sec between MHs and CNs
ΨLUP

LM = look up cost per sec for CNs and MHs
ΨTOT

SIG = total signaling cost per sec
Variables for P-SIGMA
pΨLU

LM = Location manager update cost per sec
pΨLU

APGW = PGW update cost per sec for active hosts
pΨLU

IPGW = PGW update cost per sec for idle hosts
pΨBU

A = Binding update cost per second for active hosts
pΨBU

I = Binding update cost per second for idle hosts
pΨLUP

PC = Lookup cost per second for paging
pΨLUP

LM = Lookup cost per second in LM
pΨTOT

SIG = total signaling cost per sec
LUmp = Transmission cost of one location update from MH

to PGW
PCsub = paging cost in a subnet
γp = Processing cost at PGW, necessarily γp ≤ γl

k = number of subnets in PA
θ = wireless proportionality constant

δUG = per hop location update message transmission cost
from MH to PGW, δUG ≤ δUL

δP = per hop paging message transmission cost
α = ratio of active to total MH, α ≤ 1
α = ratio of idle MH becomes active to total MH, α ≤

(1− α)
Location update cost
1) LM update cost:

In SIGMA, whenever an MH crosses a subnet in every
T res

sub seconds, it updates its location at DNS. A location
update cost includes the transmission cost and process-
ing cost at DNS for all the MHs. From Sec. II-B, we
know there would be 3 such updates for each handoff for
each MH. Bur for P-SIGMA, this update occurs in every
kT res

sub seconds as this update takes place only when MH
crosses the PA.
Thus,

ΨLU
LM = 3Nmh

LUml + γl

T res
sub

(4)

and

pΨLU
LM = 3Nmh

LUml + γl

kT res
sub

(5)

Now, we know that the wireless link cost is higher than
wired link cost. Thus we can compute

LUml = 2(lml − 1 + θ)δUL (6)

where (lml − 1) represents the number of wired hops.
2) PGW update cost for active hosts :

PGW would be updated only when an active host
crosses a subnet. So, the update cost for PGW would
be computed for active hosts only:

pΨLU
APGW = αNmh

LUmp + γg

T res
sub

(7)

To update a PGW, the update message travels only one
hop via wireless link. So,

LUmp = θδUL (8)

3) PGW update cost for idle hosts :
When an idle host becomes active, it obtains an IP
address and updates the PGW. So, if α is the fraction
of idle MH becoming active, we get

pΨLU
IPGW = αNmh

LUmp + γp

kT res
sub

(9)

Binding update cost
To calculate the binding update cost, we do not consider

the update cost at the hosts as it is not part of signalling cost.
1) For SIGMA :

Binding update takes place at MHs and CNs. For hand-
off, every MH would update their respective CNs. So
we get

ΨBU
MC = NmhNcn

BUmc

T res
sub

(10)
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and

BUmc = 2(lmc − 1 + θ)δB (11)

2) For P-SIGMA :
But for P-SIGMA, this binding update would only
take place for active hosts because idle hosts do not
participate in data communication. So we would get

pΨBU
A = αNmhNcn

BUmc

T res
sub

(12)

Lookup cost
1) DNS lookup cost:

If the MH is a server, the CN is the connection initiator
and requires to perform a DNS lookup. This lookup
would take place S/λs seconds when each session dura-
tion time is independent from each other. We assume the
number of MHs is linearly related to location database
search cost. So we would get vl = ψNmhλs

S . So the total
database lookup cost would be

ΨLUP
LM = ωNmhNcnvl = ωN2

mhNcn
ψλs

S
(13)

As this cost is there for P-SIGMA as well, necessarily
pΨLUP

LM = ΨLUP
LM .

2) Paging cost:
Though our paging algorithm includes a combination of
fixed paging and last-location paging, we would consider
every paging is done as last-location paging as it would
give the worst case scenario when we always consider
that the MH would not be found in the last known
location. Paging would take place when an idle host is
to become active. So we have

pΨLUP
PC =

αNmhk(θδP + PCsub)
1/λp

(14)

So, by summing up all the costs from Eqns. (4), (10) and
(13), we would get for SIGMA,

ΨTOT
SIG = ΨLU

LM + ΨBU
MC + ΨLUP

LM (15)

and from Eqns. (5), (7), (9), (12), (13) and (14), for
P-SIGMA,

pΨTOT
SIG = pΨLU

LM + pΨLU
APGW + pΨLU

IPGW +

pΨBU
A + pΨBU

I + pΨLUP
PC + pΨLUP

LM

(16)

V. RESULTS

When combined with paging, location management of
SIGMA improves. Eq. (3) defines the improvement of success
rate for DNS as LM. When we would have higher number
of subnets in a PA, the probability of query failure would be
reduced. Fig. 5 clearly shows that higher number of subnets
in a PA would higher the improvement ratio.

Now we analyze the signalling cost evaluation. For the
numerical calculation, we use the following parameter values
used in previous work [19]: γl = 30, γp = 0.75 × γl, ψ =
0.3, S = 10, θ = 10, llm = 35, lmc = 35, λs = 0.01, λp =
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0.01, δUL = 0.2, δUB = 0.2, δP = 0.2, α = 0.7, α = 0.1, ω =
0.5, PCsub = 7. Here we assumed that the per hop cost for
every kind of signalling message is same, 70% of MHs are
active and one-third of the rest 30% idle MHs become active,
50% of the MHs are servers and PGW processes updates in
three-fourth of the time taken by DNS to do the same.

First, we examine the impact of number of MHs for different
subnet residence times on total signalling cost of SIGMA and
P-SIGMA (Eqns. (15) and (16)) as depicted in Fig. 6. Values
used here are Ncn = 1, Nmh from 20 to 100 and T res

sub =
60, 120 and 180 sec. When the residence time is lower, it
increases the rate of handoff, leading to the increment of per
second signalling cost. Here we can see that the signalling cost
of P-SIGMA is lower than SIGMA due to the fact that there
are k = 3 subnets for which there is only one DNS update and
a reduced number of update and binding cost for the 30% idle
mobile hosts.
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Fig. 6. Signalling cost for SIGMA and P-SIGMA over number of MH for
different residence time.

Then, we examine the impact of average number of com-
municating CN and per hop transmission costs for different
signalling messages. We fix T res

sub = 60 and Nmh = 80. We
can observe from Fig. 7 that as the number of CN increases,
the signalling cost increases (Eqns. (10), (12), (13)). And the
transmission costs increase, naturally the overall signalling
cost gets increased. Fig. 7 shows that even with variation
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in update costs and number of CN, P-SIGMA still has less
signalling cost than SIGMA.
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Fig. 7. Signalling cost for SIGMA and P-SIGMA over number of CN for
different transmission cost.

Session to Mobility Ratio (SMR) is a mobile packet net-
works counterpart of Call to Mobility Ratio (CMR) in PCS
networks. We vary T res

sub from 75 to 375 seconds with λs fixed
at 0.01, which yields a SMR (σ) of 0.75 to 3.75. Fig. 8 shows
the impact of SMR on total signaling cost for different nmh.
Higher value for σ indicates low mobility, thus less number
of updates and less signalling cost. So, we can see that the
signalling cost decreases with increment of σ.
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Fig. 8. Signalling cost for SIGMA and P-SIGMA over SMR for different
number of MH.

We can see from Fig. 5 that P-SIGMA improves the
performance of the location manager. Figs. 6, 7 and 8 depict
the fact that P-SIGMA has reduced signalling cost for different
residence time, mobility rates, update costs and number of MH
and CN. Fu et al. [19] showed SIGMA has lower signalling
cost than HMIPv6. So, can say that P-SIGMA is a very cost
effective, end-to-end mobility management scheme.

VI. CONCLUSIONS

SIGMA is a very stable, low-loss and low-latency transport
layer mobility management scheme. We introduced an exten-
sion of it, called P-SIGMA, which is an end-to-end mobility

management scheme with appropriate paging protocol, archi-
tecture and algorithm. Then we compared the performance of
LM and the signalling cost for SIGMA and P-SIGMA. Our
results clearly show that P-SIGMA improves the success rate
of LM and reduces the overall signalling cost significantly.
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