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INTRODUCTION
Satellite networks have a large coverage area, and
currently provide television, radio, telephony, and
navigation services. Satellites are expected to play
a significant role in the future global Internet to
provide broadband data services. Currently, two
types of satellites, geostationary Earth orbit
(GEO) and low Earth orbit (LEO), are mostly
used for the above applications. Traditionally,
GEO satellites have been used to provide a bent
pipe transmission channel, where all packets
received on an uplink are transparently piped to
the corresponding downlink (i.e., a GEO satellite
is merely a physical layer repeater in space, which
is invisible to the routing protocols). To increase
system capacity and reduce end-to-end delay,
newer satellites are increasingly adopting a regen-
erative paradigm where the satellites have
onboard switching and routing units [1]. This is
also consistent with the current efforts of the
National Aeronautics and Space Administration
(NASA) and the European Space Agency (ESA).

The long propagation delay of GEO satellites
makes them less desirable for real-time applica-
tions, such as voice communications. The concept
of a LEO satellite constellation was introduced in
the 1990s to provide satellite services at a lower
obit by utilizing a larger number of satellites than
a GEO constellation. The advantages of LEO
over GEO include lower link propagation delay,
reduced free space attenuation, lower power con-
sumption for user terminals, and higher spectrum
efficiency due to frequency reuse. However, these

advantages come at the cost of a large number of
satellites required to be launched and maintained
(even though a LEO satellite is less expensive
than a GEO one). Additionally, mobility manage-
ment issues arising due to the nonstationary
nature of LEO satellites with respect to the Earth
have to be considered.

When satellites are used for data communica-
tions, the application throughput depends, to a
large extent, on the throughput of the transport
protocol. Certain characteristics of satellite net-
works, such as long propagation delay of GEO
links, high bit error rate (BER) due to channel
fading, and frequent handovers of LEO satel-
lites, present challenges in the design of trans-
port protocols. Although TCP is the dominant
transport protocol in the IP protocol suite, it was
not initially designed for long bandwidth-delay
product networks such as satellite networks,
which are characterized by long propagation
delays and corruption losses due to wireless
links. Consequently, enhancements to improve
the performance of TCP over satellite networks
have been proposed [2, 3]. The recent increase
in interest in transmitting voice over IP (VoIP)
networks has led to the development by the
Internet Engineering Task Force (IETF) of a
new transport layer protocol, called Stream Con-
trol Transmission Protocol (SCTP) [4] for the IP
protocol suite. Although, the initial objective of
developing SCTP was to provide a robust proto-
col for the transport of VoIP signaling messages
over an IP network, later developments have
also made it useful as a transport protocol for a
wider range of applications, resulting in moving
the standardization work of SCTP from SIG-
TRAN to the Transport Area Working Group
(TSVWG) of IETF in February 2001.

SCTP is a reliable network-friendly transport
protocol that can coexist with TCP in the same
network. The design of SCTP absorbed many
strengths and features (window-based congestion
control, error detection and retransmission, etc.)
of TCP and its enhancements [2] for satellite
networks, that made TCP a success during the
explosive growth of the Internet. The implemen-
tation of some of the enhancements in SCTP
are, however, different from their corresponding
implementations in TCP. SCTP also incorporat-
ed several unique features, such as multistream-
ing and multihoming (discussed later), that are
not available in TCP. Some of these unique fea-
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tures may also help SCTP to achieve better per-
formance than TCP in satellite networks.

There has been work done in the last few
years in evaluating the performance of many
aspects of SCTP [5]. For example, study of the
coexistence of SCTP and TCP in the Internet
has shown that SCTP traffic has the same impact
on the congestion control decision of TCP con-
nections as normal TCP traffic. Study of the
effect of SCTP multihoming on the recovery of
SS7 network linkset failures has shown that mul-
tihoming in SCTP can help endpoints to detect
link failures earlier than traditional approaches
and is transparent to upper-layer applications.
Research on SCTP multistreaming in reducing
the latency of streaming multimedia in high-loss
environments shows that multistreaming results
in slower degradation in network throughput as
the loss rate increases. Moreover, user satisfac-
tion is increased with the improved multimedia
quality provided by this feature.

In the wireless networking area, the perfor-
mance of SCTP in mobile networks [6] and wire-
less multihop networks [7] has been studied. The
performance of SCTP in Mobile IP (MIP) was
investigated by Fu et al. [6], and it was shown that
the support of a large number of SCTP gap
acknowledgment (GapACK) blocks in its selec-
tive ACK (SACK) chunks can expedite error dis-
covery and lost packet retransmission, and result
in better performance than TCP-Reno and TCP-
SACK. In [7] Ye et al. have shown that the
throughput of an SCTP association degrades
when the number of hops between the sender and
receiver increases, mainly due to the hidden node
and exposed node problems. A new scheme is
proposed by Fu et al. to support low-latency low-
packet-loss mobility called Seamless IP Diversity
Based Generalized Mobility Architecture
(SIGMA) [8], which utilizes the multihoming fea-
ture of SCTP to achieve lower handover latency,
lower packet loss rate, and higher throughput
than MIPv6 enhancements. In [9] SIGMA is also
applied to space networks to support intersatellite
handovers in LEO/MEO constellations. Despite
considerable research on the effectiveness of vari-
ous SCTP features in terrestrial data networks,
the authors are not aware of any in-depth study to
investigate the suitability of SCTP for data commu-
nication over satellite networks.

The primary objective of this article is to eval-
uate and highlight those advanced features of
SCTP that make it suitable for data communica-
tion over satellite networks. This article differs
from previous work on SCTP in the sense that it
investigates, evaluates, and recommends SCTP
features that can be exploited to increase SCTP’s
performance over satellite networks. The results
of the evaluation and the recommendations pro-
vided in this article can be used to enhance the
performance of SCTP for data communications
over satellite networks.

We divide evaluation of the suitability of
SCTP features over satellite networks into two
parts:
• Evaluation of standard SCTP features. These

are features that are either available in TCP
or have been proposed as enhancements to
improve TCP’s performance in satellite net-
works.

• Evaluation of unique SCTP features. These are
features that are not available in TCP, but
might help SCTP achieve high throughput in
satellite networks.

In addition to evaluating the suitability of SCTP
for satellite networks, a secondary objective of
this article is to make recommendations regard-
ing the use of SCTP features for enhancing its
performance over satellite networks. Such rec-
ommendations could possibly be incorporated
into the SCTP protocol, which is still in its early
stages of development.

The contributions of this article are as follows:
• Investigate the suitability of SCTP for satellite

networks
• Evaluate the performance of the unique fea-

tures of SCTP over satellite networks
• Provide recommendations on the use of SCTP

over satellite networks
The rest of the article is organized as follows.

The characteristics of satellite links and their
effects on the performance of transport layer
protocols are described. Standard and unique
SCTP features that make it suitable for satellite
communications are discussed, respectively. Sim-
ulation results on the performance of the unique
SCTP features over satellite constellations is
presented. Recommendations on using SCTP
over satellite networks and our conclusions from
this research are presented.

EFFECTS OF SATELLITE LINK
CHARACTERISTICS ON

TRANSPORT PROTOCOLS
A number of satellite link characteristics, which
are different from terrestrial links, may limit the
performance of transport protocols over satellite
networks [2, 10]. Because SCTP and TCP use
similar congestion control, retransmission, and
round-trip time (RTT) estimation algorithms, the
characteristics have many similar effects on the
two protocols. The following are the satellite link
characteristics that are of interest in this article.

Long propagation delay: The propagation
delay between an Earth station and a GEO satel-
lite is around 120–140 ms, which means that it
takes the sender a long time to probe the net-
work capacity and detect possible loss of seg-
ments, resulting in expensive satellite bandwidth
being wasted.

Large delay-bandwidth product: The GEO
satellite link is a typical case of the long fat pipe
(LFP), which features a large delay-bandwidth
product. For example, the DS1-speed GEO
channel has a 96,500-byte size pipe. The funda-
mental performance problems with the current
TCP over LFN links were discussed in [11].

Errors due to propagation corruption and
handovers: The frequent fading of satellite links
results in a low signal-to-noise ratio (SNR) and
consequently a high BER during free space
propagation. The GSL handovers in LEO con-
stellations will also contribute to the burst errors
observed by the endpoints. These errors will
cause TCP and SCTP senders to activate conges-
tion control mechanisms, and reduce their trans-
mission rates unnecessarily.

Variable RTT and link handovers: The ground
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stations in a LEO satellite system generally expe-
rience a handover interval of only a few minutes
between two satellites. Propagation delay between
ground and LEO varies rapidly as a satellite
approaches and leaves a ground station. During
the handover, packets can experience a much
higher RTT than during normal periods. Trans-
port layer protocols, like TCP and SCTP, depend
on accurate RTT estimation to perform conges-
tion control; too frequent RTT change may cause
problems for TCP RTO calculation algorithms.

We discuss the SCTP features that can be
used to alleviate the effect of the above satellite
link characteristics on the transport layer perfor-
mance.

STANDARD FEATURES OF SCTP FOR THE
SPACE ENVIRONMENT

A number of TCP’s built-in features and
enhancements have been recommended for use
in satellite networks [2]. These features, which
are also available in SCTP (we call them stan-
dard SCTP features1), are known to improve
TCP performance in satellite networks, and
hence are also helpful for SCTP in satellite net-
works. However, as described below, implemen-
tation of some of these standard SCTP features
are different from their implementation in TCP. 

SUPPORT FOR PATH MTU DISCOVERY
Path minimum transmission unit (MTU) discov-
ery employs a DF bit in IP header and a “frag-
mentation needed and DF set” ICMP message to
discover the most appropriate path MTU to be
used for data transmission. As in TCP, path
MTU discovery provides SCTP with information
about the largest possible segment that will not
cause packet fragmentation at intermediate
routers. However, its implementation is slightly
different from TCP in that an SCTP association
may span multiple IP addresses because of mul-
tihoming. Consequently, separate path MTU
estimates must be maintained for each destina-
tion IP address. SCTP defines path MTU
(PMTU) as the smallest MTU discovered for all
destination IP addresses. A large segment size
can reduce packet overhead, and enable an

SCTP sender to increase the congestion window
(in terms of bytes) rapidly. PMTU discovery is
therefore recommended for enabling transfer of
large SCTP segments over satellite networks.

CONGESTION CONTROL MECHANISMS
Like TCP, SCTP also uses slow start and conges-
tion avoidance algorithms [4] to probe the avail-
able capacity of a network. These algorithms
force a sender to wait for ACKs before sending
new data in order to prevent congestion col-
lapse. Given the long propagation delay of satel-
lite links, the satellite link bandwidth is not
utilized efficiently when the sender is going
through these algorithms. To ensure that the
sender throttles back under adverse network
conditions, thus allowing the network to quickly
recover from congestions, the algorithms are
necessary in a shared network, especially when a
satellite network becomes part of the Internet.
These algorithms are therefore recommended
for use in SCTP over satellite networks.

SCTP SELECTIVE ACKNOWLEDGMENT
Unlike TCP, the use of SACK is mandatory in
SCTP. In SCTP, all data are carried in a structure
called a chunk which is fully described by the
chunk type, chunk flags, chunk length, and chunk
data fields (see [4] for detailed SCTP SACK
chunk format). For TCP, the length of the options
field is limited to 40 bytes. A SACK option con-
sisting of n blocks will have a length of 8 × n + 2
bytes. Therefore, the maximum number of SACK
gap blocks in TCP’s options field is limited to
four. If SACK is used together with the times-
tamp option (requires 12 bytes), the maximum
number of blocks is reduced to three.

Compared to TCP, SCTP allows more gap
blocks in its SACK chunk. The total available
chunk space, as determined by the chunk length
field, is 216 bytes. Subtracting the space used by
first 16 bytes of SACK chunk, the maximum
space available for gap blocks is 216 × 16, with
each block requiring four bytes. Therefore, the
maximum number of blocks allowed is 16,380.

Use of SACK allows robust reaction in case of
multiple losses from a single window of data. This
avoids a time-consuming slow start stage after
multiple segment losses in a satellite environment
and saves network bandwidth. Satellite links have
high BER and require a large transmission win-
dow to utilize the satellite network bandwidth.
This translates to a higher probability of multiple
non-consecutive segment losses in a single win-
dow of data transmission. The number of avail-
able gap blocks of three or four in TCP may not
be sufficient for reporting all the lost segments. If
all the losses in a single window cannot be report-
ed in a single SACK, the sender has to wait longer
to determine all the lost segments. SCTP allows
more gap blocks, thereby making it more robust
to multiple losses in a window of data caused by
satellite link corruption errors.

LARGE INITIAL CONGESTION WINDOW
RFC 2960 [4] recommends that an SCTP receiver
use delayed SACK in acknowledging user data.
This requires an ACK to be generated for every
second segment received, or within 200 ms of the
arrival of any unacknowledged segment. If the ini-

nnnn Figure 1. An SCTP association with multihomed endpoints.
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tial congestion window (cwnd) is one segment, the
receiver must wait for the 200 ms timer to expire
before acknowledging the first received segment.
Because SCTP requires the initial cwnd ≤ 2 seg-
ments [4], we would like to recommend two seg-
ments as the initial value of cwnd for SCTP over
satellite links. This will also decrease the time
required for the slow start phase by one RTT.

LARGE RECEIVER WINDOW SUPPORT
The length of the window field in the TCP head-
er is only 16 bits, resulting in a maximum win-
dow size of 65,535 bytes. Because a DS1-speed
GEO satellite channel has a 96,500-byte pipe,
TCP cannot fully utilize the channel bandwidth.
As a result, the window scaling option was pro-
posed [11] to extend the TCP usable window
size to 65,535 × 214 bytes, and has been recom-
mended for use in satellite communication [2].

The advertised receiver window credit field in
the SCTP SACK header has a length of 32 bits
[4]. It enables a usable receiver window of up to
232 bytes, compared to 65,535 × 214 bytes in TCP
with the window scaling option. This inherent
large window size of SCTP should be enough for
most satellite environments. The implicit support
of large receiver window size in SCTP makes it
suitable for satellite networks.

UNIQUE FEATURES OF SCTP FOR
SPACE ENVIRONMENT

In this section we describe the unique SCTP fea-
tures (i.e., SCTP features not available in TCP).
These include multihoming, multistreaming, byte
counting, and explicit support for ECN. The perfor-
mance impact of some of these unique SCTP fea-
tures on data communication over satellite networks
will be evaluated by simulation in detail later.

MULTIHOMING
Multihoming allows an association (in SCTP ter-
minology, association represents the communica-
tion relationship between endpoints, which is
analogous to connection in TCP) between two
endpoints to span across multiple IP addresses
(or network interface cards). This built-in support
of SCTP for multihomed endpoints can increase
the reliability of high-availability applications by
switching over data communication to the sec-
ondary link when the primary link fails. Retrans-
mission of lost packets is done over the secondary
address transparently by the transport protocol
without involvement of the application layer. This
increases the reliability of retransmitted packets
and simplifies the design of applications.

An example use of SCTP multihoming is
shown in Fig. 1, where two endpoints are con-
nected through two satellite links via satellite1
and satellite2. One of the links is designated as
the primary, while the other one can be used as
backup in case of failure of the primary or black-
out periods when the primary satellite is cut out
of communication due to shadowing, satellite
handovers, and so on. The backup link can also
be used when the upper layer application explic-
itly requests the use of the backup link. Multi-
homing can thus make a satellite network highly
reliable and fault-tolerant.

MULTISTREAMING

Multistreaming allows data from an upper layer
application to be split into multiple streams in an
association as shown in Fig. 2. Sequencing of
data within a stream is maintained; if a segment
belonging to a certain stream is lost, segments
(from that stream) following the lost one will be
stored in the receiver’s stream buffer until the
lost segment is retransmitted from the source
and received at the receiver. However, data from
other streams can still be delivered to upper
layer applications when they arrive at the desti-
nation. This avoids the head of line (HOL)
blocking [4, 5] found in TCP, where a single
stream carries all the data from upper layer
applications. The use of multistreaming is espe-
cially beneficial in error-prone environments,
like satellite communications. It can reduce the
HOL blocking at the receiver, and reduce the
receiver buffer requirement.

BYTE COUNTING IN ACKNOWLEDGMENTS
As discussed earlier, delayed SACK is recom-
mended by RFC 2960. A byte counting algorithm
increases cwnd by the number of bytes acknowl-
edged by SACK segments instead of by the num-
ber of SACKs. Byte counting decouples the
increase of cwnd from the arrival frequency of the
SACKs, and thus overcomes the problem of slow
increase of cwnd when delayed SACK is used in
long propagation delay networks. Note that
because TCP increases cwnd by the number of
acknowledgments received by the sender, delayed
SACK in TCP increases the time required by the
sender to increase cwnd during slow start.

SCTP limits cwnd increase to one PMTU per
SACK; we call this byte counting limit (BCL). The
benefit of byte counting is impaired when the
total number of bytes acknowledged by a single
SACK exceeds one PMTU. This effect is illustrat-
ed by Fig. 3, where the PMTU is 1500 bytes. For
the SCTP association in Fig. 3a, the SACK chunk
acknowledges 1072 bytes (less than PMTU), so

nnnn Figure 2. An SCTP association consisting of four streams carrying data from
one upper layer application.
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cwnd increases by two segments. As a compari-
son, in Fig. 3b the SACK chunk acknowledges
3000 bytes, but cwnd can only be increased by one
segment. We therefore recommend increasing
BCL to two PMTUs in order to speed up the
slow start phase when delayed SACK is used.

EXPLICIT CONGESTION NOTIFICATION
SCTP defines an explicit congestion notification
(ECN)-capable type-length-value (TLV) (the
optional parameters in an SCTP chunk use the
TLV format [4]) in both INIT and INIT-ACK
chunks exchanged between endpoints during
association setup. When an endpoint initiates a
new association, it adds the ECN-capable TLV in
the INIT chunk. If the peer endpoint responds
with the same TLV in the INIT-ACK chunk,
ECN is enabled in the association. Once ECN is
enabled, detecting and responding to congestion
in SCTP are almost similar to those defined in
IETF RFC 2481. The difference is when the
SCTP receiver detects the congestion experienced
bit in the IP header of a received segment. It will
use an ECN echo (ECNE) chunk to notify the
sender about the congestion, and the sender will
respond with congestion window reduce (CWR),
indicating that cwnd has been reduced. Due to
the high BER of satellite links (as compared to
terrestrial links), determining the exact reason
(congestion vs. corruption losses) of segment
losses can prevent the sender from unnecessarily
entering congestion control, and thus improve
SCTP’s throughput. ECN provides a framework
that enables the network routers to notify con-
gestion state to the endpoints. This mechanism is
not a complete solution to the above problem,
but helps in increasing the throughput.

Due to SCTP’s explicit support for ECN, a
sender can utilize the feedback from a receiver
to differentiate corruption losses from conges-
tion drops. When it is determined that a seg-
ment loss is due to corruption during
transmission over satellite links, the sender can
avoid unnecessary reductions of the congestion
window, which is an important advantage in long
delay satellite networks.

PERFORMANCE EVALUATION OF
SCTP FOR SATELLITE NETWORKS

Earlier, we described a number of unique features
of SCTP that can be used to enhance transport
layer throughput in satellite networks. In this sec-
tion, we use discrete event simulation (ns-2) to
study the effect of those unique features of SCTP
on its performance over satellite networks. We
use end-to-end throughput, defined as the number
of useful bits delivered per second to upper layer
applications at the destination endpoint, as the
measure of transport layer performance.

SATELLITE CONSTELLATIONS
We consider two types of satellite constellations in
our simulation: a GEO constellation proposed by
the Clarke model [12], and a LEO constellation
called Iridium [13]. The GEO constellation resides
at an altitude of 35786 km, and each satellite has
onboard processing capability to route the pack-
ets. We choose Iridium as the LEO constellation

nnnn Figure 3. The effect of BCL on cwnd with a) segment size = 536 bytes; b)
segment size = 1500 bytes.

(a)

cwnd = 5360 bytes
(10 segments)

cwnd = 6432 bytes
(12 segments)

S1 = 536 bytesS2 = 536 bytes

SACK

(b)

cwnd = 15,000 bytes
(10 segments)

cwnd = 16,500 bytes
(11 segments)

S1 = 1500 bytesS2 = 1500 bytes

SACK

nnnn Figure 4. Mixed constellation of Iridium and GEO.

GEO
satellite

GEO
satellite

GEO
satellite

Iridium LEO
satellites

Interplane
ISL

Intraplane
ISL

nnnn Figure 5. Simulation topology with three LEO and two GEO satellites.

GEO GSL
LEO GSL
LEO ISL
Wired link

Destination n

Destination 1

Source n

Source 1

Gateway 2Gateway 1

LEO1 LEO3

GEO2GEO1

LEO2

ATIQUZZAMAN LAYOUT  10/6/05  12:42 PM  Page 58

                                           



IEEE Wireless Communications • October 2005 59

in this article because it is the first operational
LEO system that provides truly global coverage.
Figure 4 shows the satellites and their orbits in
both a GEO and the Iridium LEO constellation.

The Iridium constellation consists of 66 satel-
lites, grouped into 6 planes with each plane having
11 satellites. Each satellite has four 25 Mb/s inter-
satellite links (ISLs), which operate in the fre-
quency range of 22.55–23.55 GHz. Two of the
ISLs (called intraplane ISLs) connect a satellite to
its adjacent satellites in the same plane, and the
other two ISLs (interplane ISLs) connect it to the
satellites in the neighboring corotating planes. The
interplane ISLs are temporarily deactivated near
the poles because of antenna limitations in track-
ing these ISLs in polar areas [14]. Each Earth
endpoint can be connected to a GEO and/or LEO
satellite through a ground-to-satellite link (GSL).
In connection to LEO, GSL links experience peri-
odical handovers to accommodate the relative
movement of the LEO satellites and the Earth.

SIMULATION SETUP AND PARAMETERS
The orbit and link characteristics of the GEO and
LEO satellite constellations used in our simula-
tion are shown in Table 1, respectively, and SCTP
protocol parameter values are summarized in
Table 2. The simulations were repeated a number
of times by varying a number of the parameters in
Tables 1 and 2, while choosing new sets of posi-
tions for the Earth endpoints for every simulation
run. For ease of understanding the interconnec-
tions between the senders, receivers, and satel-
lites, a partial network topology consisting of two
GEO satellites and three LEO satellites of the
constellation for a particular simulation run is
shown in Fig. 5. In the topology each GEO satel-
lite is connected to a ground station using a GSL,
and the ground stations are interconnected using
a terrestrial mesh network.

In the simulation SCTP associations between
a number of sender-receiver pairs are set up
between randomly chosen Earth endpoints with-
in a latitude range between –40° and 70°. This
selection of latitude range is based on the statis-
tics that over 99 percent of the world population
resides in this range of latitudes [14].

A GEO GSL link is set up between the
ground station of an endpoint and its nearest (in
terms of longitude) GEO satellite. For LEO
GSL links, the simulator automatically connects
a ground station to its nearest (depending on
latitude and longitude) LEO satellite. A global
routing agent (GRA) within the simulator
accomplishes the task of connecting endpoints to
the LEO satellites. When the network topology
changes due to movement of LEO satellites, the
GRA recomputes new routing tables at all the
nodes (including satellites and ground stations).

Figure 6 shows a complete snapshot of the
ISLs and GSLs in an Iridium-GEO constellation
through which 30 SCTP associations between 30
pairs of endpoints are set up. The six planes of
the Iridium constellation are shown by the near-
ly vertical lines (since Iridium’s inclination is
86.4°). Each LEO satellite has four ISLs: two
intraplane and two interplane. Since the satel-
lites in the two planes near 0° longitude are
counter-rotating, there is no interplane ISL
between the two planes near 0° longitude. Three

GEO satellites reside at longitudes of –90°, 30°,
and 150°. Since each of the GEO satellites has,
on average, 20 GSLs set up to support 30 SCTP
associations requiring 60 GSLs, the GSLs con-
nected to the three GEO satellites appear to be
denser than the LEO GSLs.

THE EFFECT OF MULTIHOMING
In this section we study the effectiveness of
SCTP multihoming in improving the end-to-end
throughput in satellite networks. We assume that
every endpoint is multihomed with two inter-
faces, with the possibility of connecting it to a
GEO and a LEO satellite. We compare three
configurations:

nnnn Table 1. Orbit and link characteristics of satellite constellations.

Parameter GEO Iridium

Number of planes 1 6

Number of satellites/plane 3 11

Altitude 35786.1 km 780.0 km

Period time 24 h 100.4 min

Longitude separation 120° 31.6°

Minimum elevation angle N/A 8.2°

ISLs per satellite 0 4

GSL link bandwidth 2 Mb/s 1.5 Mb/s

Bandwidth between gateways 100 Mb/s N/A

ISL link bandwidth N/A 25 Mb/s

Link queue size 50 50

Path BER 10–4 to 10–9 10–4 to 10–9

nnnn Table 2. Simulation parameters for the topology
of Fig. 5.

Traffic type FTP

Number of associations 10 to 40

Header size 52 bytes

Payload size 512 bytes

Number of streams per 
association 1 to 4

Receiver buffer size 4 to 40 segments

Byte counting limit 1 PMTU

Initial cwnd 2 segments

Initial ssthresh 20 segments
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• Standard Iridium (where only the Iridium con-
stellation is used) with single-homed SCTP
associations

• GEO supplemented Iridium using multihomed
associations, where each Earth endpoint is
connected to an Iridium and a GEO satellite,
and Iridium and GEO GSLs are used as pri-
mary and backup paths, respectively

• Standard Iridium with multihomed associa-
tions, where each Earth endpoint is connected
to two adjacent Iridium satellites, and these
two LEO satellites are used as the primary
and backup paths

During our simulations shown in this section, the
BER of the GEO GSL links was fixed at 10–6.
BERs of LEO GSLs and LEO ISLs varied
between 10–4 and 10–9. We kept the BER of the
GEO GSL fixed since we are mainly interested

in the effect of SCTP multihoming under differ-
ent BERs in the LEO constellation caused by
relative movement and frequent handovers.
Also, in this section the number of streams in
each SCTP association is fixed at one to elimi-
nate the effect of multistreaming.

Figure 7 shows the end-to-end throughput per
association as a function of the BER in the Iridi-
um LEO constellation. For low BER, standard
Iridium and GEO supplemented Iridium have
similar performance. This is because of very few
packets corrupted at low values of BER, resulting
in very few retransmissions over GEO. For medi-
um values of BER (between 10–7 and 10–5),
although a larger number of packets are corrupt-
ed and hence retransmitted through the GEO
link, the long propagation delay of GEO links
slows down error recovery, resulting in low
throughput of GEO supplemented Iridium. For
high values of LEO link BER (larger than 10–4),
the low link BER of GEO links (fixed at 10–6)
compensates for the longer error recovery time;
therefore, the GEO supplemented Iridium config-
uration has the highest performance. In most
cases, standard Iridium with multihomed associa-
tions has the highest performance because it
takes advantage of both higher reliability of SCTP
multihoming and lower delay of LEO GSLs.

To dimension the GEO link bandwidth, we
show in Fig. 8 the total bandwidth requirement
(for all associations) of a GEO link (when it is
used as a backup path) in the GEO supplement-
ed Iridium configuration as a function of LEO
link BER. The load on the GEO GSLs was
changed by varying the number of associations
between 10 and 40. As expected, higher LEO
link BER results in larger numbers of retrans-
mitted packets due to larger numbers of corrupt-
ed packets. The larger number of retransmitted
packets results in large bandwidth requirementd
of GEO GSLs. Considering the highest value of
BER (10–4) and dividing the total bandwidth by
the number of associations, the maximum band-
width requirement of a GEO GSL is found to be
about 10 kb/s per association. This bandwidth
requirement on GEO GSL links is not high,
even for bandwidth-hungry FTP traffic, allowing
GEO satellites as backup links to be a cost-
effective approach to increase the end-to-end
throughput for high LEO link BERs.

THE EFFECT OF MULTISTREAMING
To study the effect of SCTP multistreaming
(described earlier) on buffer size requirements
at the receiver endpoint, and end-to-end
throughput over GEO and LEO satellite net-
works (having different characteristics as shown
in Table 1), the number of streams per associa-
tion was varied between one and four. We simu-
lated multistreaming over GEO and LEO
constellations separately using only one interface
(either GEO or LEO) of each endpoint.

Multistreaming can be used to alleviate the
HOL blocking resulting from TCP’s strict byte-
order delivery. Each stream is a kind of subflow
within the overall data flow, where the delivery
of packets in a subflow is independent of other
subflows. Under error-prone satellite link condi-
tions and limited receiver buffer size, multi-
streaming can significantly reduce the receiver 

nnnn Figure 6. Unprojected map of mixed Iridium/GEO constellation. Back-
ground map 1 (outline) provided by Xerox Parc Map Viewer; background
maps 2 and 3 (grayscale photo montages) provided as samples by Living
earth; background map 4 (land masses) courtesy of the footprint generator
from L. Wood.
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buffer size requirements and increase end to end
throughput. This is illustrated in Fig. 9, which
shows the end-to-end throughput per association
as a function of the receiver buffer size. s is the
number of streams, and ε is the BER of Iridium
LEO links. We can see that when the BER is
low (< 10–7), multistreaming does not have
much impact on the end-to-end throughput. For
higher BER (≥ 10–5) with limited receiver buffer,
HOL blocking will result in buffer overflow at
the receiver and reduction in throughput.

Figure 10 shows the end-to-end throughput
as a function of BER for Iridium LEO satellites.
We also varied the number of streams and buffer
sizes. We can see that the number of streams
has an impact on the end-to-end throughput for
high BER and small receiver buffer size (eight
segments). When the buffer size is small, a high
BER will result in a high degree of HOL block-
ing, resulting in higher possibility of buffer over-
flow, and therefore lower throughput. However,
when the receiver buffer size is large, the buffer
is sufficient to avoid buffer overflow. The
throughput is not noticeably reduced as a result
of HOL blocking, and the number of streams
has less effect on the end-to-end throughput.

The results for the effect of SCTP multistream-
ing on buffer size requirement and end-to-end
throughput under a GEO satellite environment
are very similar to those under an Iridium LEO
environment. Due to space limitations, the GEO
results are not shown in this article. Interested
readers can refer to our full-sized report [15].

RECOMMENDATIONS AND CONCLUSION

SCTP is a new transport layer protocol being
developed by the IETF. In this article we study
the suitability of its various features in the space
environment. In addition to a number of fea-
tures in common with TCP known to help trans-
port layer performance in a space environment,
we have also investigated the suitability of some
of its unique features for that environment.

We first outlined satellite link characteristics
that may limit the performance of transport pro-
tocols, followed by unique SCTP features that
may help better utilize the bandwidth of satellite
networks, while preventing congestion collapse
in a shared network. The authors believe that
these features should make SCTP very suitable as
a transport protocol for satellite networks.

With a view to stimulating further research in
the area of SCTP in space networks, we summa-
rize our recommendations for the use of SCTP
features in space networks in Table 3, including
recommendations for both standard (i.e., those
also available in TCP) and unique (i.e. those not
available in TCP) SCTP features. In this table
the last column denotes the point in the network
where the feature could be implemented: S
means the sender, R means the receiver, and S,
R means both sender and receiver.

There are a number of unresolved issues for
both TCP and SCTP in a space environment,
such as SCTP/IP header compression in a high
BER environment, bias against long RTT associ-
ations during congestion avoidance, and the
interaction between SCTP retransmissions and
link layer automatic repeat request (ARQ). Such

issues require further research to improve the
performance of SCTP over satellite links. More-
over, TCP enhancements, such as protecting
against wrapped sequence (PAWS) numbers and
RTT measurement (RTTM) [11], require the
timestamp option [11], which is not available in
SCTP. In order to use these features in SCTP, a
new timestamp chunk type should be considered
in future developments of SCTP.
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nnnn Figure 10. The effect of multistreaming on Iridium throughput as a function
of BER.
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nnnn Table 3. Summary of recommendations for SCTP features.

Type Feature name Use Where

Standard features

Path MTU discovery Recommended S

Slow start Required S

Congestion avoidance Required S

Fast retransmit Recommended S

Fast recovery Implicitly used S

SACK Implicitly used S, R

Delayed SACK Recommended R

Large initial cwnd Recommended S

Large receiver window Implicitly used S, R

Unique features

SCTP multihoming Recommended S, R

SCTP multistreaming Recommended S, R

Byte counting Implicitly used S, R

Larger BCL Recommended S

ECN Recommended S, R
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